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Editorial 

It is my distinct honor, pleasure, and privilege to serve as the Editor-in-Chief of the International 

Journal of Computers and Their Applications (IJCA) since 2022. I have a special passion for the 

International Society for Computers and their Applications. I have been a member of our society 

since 2014 and have served in various capacities. These have ranged from being on program 

committees of our conferences to being Program Chair of CATA since 2021 and currently serving 

as one of the Ex-Officio Board Members. I am very grateful to the ISCA Board of Directors for 

giving me this opportunity to serve society and the journal in this role. 

I would also like to thank all the editorial board, editorial staff, and authors for their valuable 

contributions to the journal. Without everyone's help, the success of the journal would be 

impossible. I look forward to working with everyone in the coming years to maintain and further 

improve the journal's quality. I want to invite you to submit your quality work to the journal for 

consideration for publication. I also welcome proposals for special issues of the journal. If you 

have any suggestions to improve the journal, please feel free to contact me. 

Dr. Ajay Bandi 

School of Computer Science and Information Systems 

Northwest Missouri State University 

Maryville, MO 64468 

Email: AJAY@nwmissouri.edu 
 

In 2025, we are having four issues planned (March, June, September, and December). The next 

latest issue is taking shape with a collection of submitted papers. 

 
I would also like to announce that I will begin searching for a few reviewers to add to our team. 

We want to strengthen our board in a few areas. If you would like to be considered, don't hesitate 

to get in touch with me via email with a cover letter and a copy of your CV. 

 
Ajay Bandi, Editor-in-Chief 

Email: AJAY@nwmissouri.edu 
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This issue of the International Journal of Computers and their Applications (IJCA) has gone 

through the normal review process. The papers in this issue cover a broad range of research 

interests in the community of computers and their applications. 

IJCA Contributed Papers: This issue comprises papers that were contributed to the International 

Journal of Computers and their Applications (IJCA). The topics and main contributions of the 

papers are briefly summarized below: 

 
 Ngoc-Huan Le, Thanh-Hai Diep, Ngoc-Duc Trinh, Ngoc-Hay Nguyen, Viet-Thang Nguyen, 

Thanh-Son Nguyen and Narayan C. Debnath School of Engineering, Eastern International 

University Binh Duong Province, Viet Nam, Eastern International University, Binh Duong 

Province, VietNam present their work “DEVELOPMENT OF A CYBER PHYSICAL 

SYSTEM FOR CONVENTIONAL MACHINES IN SMART FACTORIES”. In this study, 

the successful development of a Cyber-Physical System (CPS) tailored for four conventional 

machines in a real manufacturing environment was presented. Each machine was equipped with 

multiple sensors to monitor key operational parameters and ensure comprehensive data 

acquisition. The collected data is processed and visualized through an intuitive smart dashboard 

that can be accessed via a server computer and a web-based application. The proposed system 

allows for real-time monitoring, analysis, and report generation, including the automated 

calculation of Overall Equipment Effectiveness (OEE) and Overall Line Effectiveness (OLE) for 

operational efficiency. Besides, the CPS proactively identifies and mitigates potential errors, and 

enhances system reliability by implementing data thresholding techniques. Furthermore, the 

architecture can support predictive maintenance by analyzing trends and anomalies in sensor 

data. It paves the way for minimized downtime and cost savings. The CPS represents a 

significant advancement in digitizing conventional machines and manufacturing processes, 

contributing to increased efficiency, transparency, and scalability in line with the Industry 4.0 

era. 

 

 

Kalim Qureshi, Mohsen Al-Shamali, and Mostafa Abd-El-Barr. Kalim Qureshi, Mohsen Al-

Shamali from Department of Information Science ,Kuwait University, Kuwait Former-Dean 

College of Computing Science and Engineering, Kuwait University, Kuwait, present their work 

“An Empirical Study of Hardening Network Access Control Systems”. This article 

introduces the work presents a Network Access Control (NAC) is one of many solutions that 

plays a critical role in defining security policies in networking. Three open-source NAC solutions 

were analyzed and compared: OpenNAC, FreeNAC, and PacketFence. The results showed that 

the Packet Fence solution has better performance in terms of security features. Network layer-2 

attacks were introduced against the candidate solution to verify vulnerabilities. These are Cisco 

Discovery Protocol, Dynamic Host Configuration Protocol, Spanning Tree Protocol, Dynamic 

Trunking Protocol, and VLAN Trunking Protocol. An enhanced PacketFence was proposed to 

mitigate network threats in a simulated environment; by using the network simulator tool 

(GNS3) and through hardening a critical component of PacketFence via applying supportive 

configurations and commands. We observed that the proposed enhancement solution improved 

network security. This is measured in terms of 22\% to 84\% increase in the CPU utilization 

during an attack that lasted for 10 minutes. In addition to root cost increase from 0 to 12 after 

launching 3 STP attacks. This is a substantial surge in MAC address table entries. Interface status 

was also changed to trunk and the VLAN entries were manipulated either by adding or removing 

entries in the VLAN table. 
ISCA Copyright© 2025 
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Nick Rahimi, , and Sindhuja Penchala from School of Computing Sciences & Computer Eng. 

University of Southern Mississippi Hattiesburg, US,  present their work “Maximizing Cyber 

Resilience through Efficient Vulnerability Prioritization: The WBTS Model”. This article 

introduces the in today’s digital landscape, cybersecurity requires robust vulnerability 

management to mitigate potential threats effectively. Our study presents a risk prioritization 

approach that leverages weighted base scores and vulnerability titles to enhance threat 

assessment. This method enables organizations to systematically evaluate, classify, and prioritize 

vulnerabilities based on their impact, exploitability, and severity. By adopting this approach, 

security teams can allocate resources more efficiently, ensuring that the most critical threats are 

addressed promptly. The proposed model improves decision-making in cybersecurity strategies, 

reducing overall risk exposure. Furthermore, our approach aligns with industry best practices and 

regulatory requirements, reinforcing an organization’s security posture against evolving cyber 

threats. 

 

Antoine Bossard, from Graduate School of Science  Kanagawa University, Yokohama, 

Kanagawa 221-8686, Japan, presented their work “Image Processing Without Sacrificing the 

Functional Paradigm”. The paper discusses the Functional programming supports robust 

development, prioritizing the programmer over hardware and performance concerns. Features 

like map have influenced other paradigms, such as C++ and JavaScript. However, challenges 

remain, particularly with input-output (I/O) operations, which can deter users in memory-

intensive applications. This paper demonstrates the practicality of functional programming for 

such scenarios using Racket (a Lisp dialect) for image processing. Both theoretical and 

experimental evaluations assess algorithm performance, including parallel processing on single 

and multiple cores. 

 

Chaima BENSAID, Mohammed Khalil HADJ AHMED, Mohamed Mehdi BENALI from 

Computer Science Department, Khemis Meliana University, ALGERIA, presented their work 

“Energy-Efficient Dynamic Cluster Formation for WSN Lifetime Optimization”. This study 

explores the Wireless Sensor Networks (WSNs) are widely used in environmental monitoring, 

industrial control, healthcare, and security, enabling intelligent data collection and surveillance. 

Each sensor node operates autonomously, equipped with sensors, processing units, and wireless 

communication modules. However, large-scale deployment poses challenges such as energy 

efficiency, communication reliability, fault tolerance, and security. This paper addresses these 

issues by optimizing the AOMDV routing protocol to enhance Quality of Service (QoS) and 

energy efficiency. Additionally, we propose a clustering algorithm that dynamically forms 

clusters based on node density and energy levels to reduce communication overhead and extend 

network lifetime. Simulations using NS2 demonstrate significant improvements in QoS, energy 

efficiency, and network longevity, offering promising solutions for WSN performance and 

sustainability. 

 
SACI Abdallah and  SEGHIR Rachid from Computer Science Department, University of BATNA 2, 

Algeria. Presented their work “Optimizing Code Generation Efficiency Using the Polyhedral 

Model” Optimizing scientific programs is crucial for performance, especially in resource-constrained 

environments like embedded systems and parallel computing. The polyhedral model has advanced affine-

loop-nest code generation by improving parallelism and data locality. By transforming CLooG's 

mathematical representation, MPIB reduces costly function calls during loop traversal, improving 

execution time. Preliminary results show up to a 20% performance gain, particularly for larger parameter 

values, demonstrating its effectiveness over existing techniques. 
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Karim Morsi, Fatma najib, Wedad Hussein and  Rasha Ismail from Faculty of computer and information 

science, Ain-Shams University Presented their work “Arabic Text Summarization using 

transformer-based architectures” Text summarizing is one of the most challenging tasks in natural 

language processing (NLP). This task is addressed in a large number of research projects and papers in 

the literature, but most of them focused on English language. Few studies are dealing with the complex 

Arabic language. Pre-trained Transformer-based language models have shown remarkable efficacy in 

addressing problems associated with text generation and natural language processing in recent times. 

However, there has not been much research on applying these models to Arabic text production. This 

study focuses on the implementation and fine-tuning pre-trained transformer-based language model 

structures for Arabic abstractive summarization, including AraBERT, mBERT models, and AraT5. We 

applied mBERT and AraBERT in the context of text summarization using a BERT2BERT-based 

encoder-decoder model. ROUGE measurements and manual human evaluation have been used to test the 

suggested models. Our models are trained and tested using XL-Sum Dataset of 46897 high-quality text-

summary pairs. Their performance on out-of-domain data was also compared. We found that AraT5 

outperforms AraBERT and mBERT Models, suggesting that a pre-trained Transformer with encoder-

decoder functionality is more suited for text summarization. Moreover, AraT5 achieve high performance 

on out-of-domain dataset and received higher accuracy ratings in human evaluations compared to other 

models. 

 

Galal eldin Abbas Eltayeb  from Department of Management Information Systems, College of Business 

and Economics, Qassim University, Buraydah, Saudi Arabia Presented their work “Data analytics 

enhance decision-making processes effectively using HoQ tool model” Data analytics enhance 

decision-making by extracting valuable insights through data-based analysis. Tools like quality function 

deployment (QFD) simplify this process by aligning business strategies with customer needs. This paper 

proposes a QFD-based model to improve decision-making by defining strategic priorities and translating 

requirements into actionable improvements. The approach involves developing an application that 

implements a house of quality (HoQ) model, mapping enterprise requirements, conducting electronic 

surveys, and establishing evaluation criteria. A multi-attribute decision-making (MADM) process ranks 

alternatives, identifying the optimal enhancement strategy to support small manufacturing systems in 

adapting to market conditions. 

    
As guest editors, we would like to express our deepest appreciation to the authors and the 

reviewers. We hope you will enjoy this issue of the IJCA. More information about ISCA society 

can be found at http://www.isca-hq.org. 
 

Guest Editors: 

Ajay Bandi, Northwest Missouri State University, USA. 

 

March 2025
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Abstract 

In this study, the successful development of a Cyber-Physical 

System (CPS) tailored for four conventional machines in a 

real manufacturing environment was presented. Each machine 

was equipped with multiple sensors to monitor key operational 

parameters and ensure comprehensive data acquisition. The 

collected data is processed and visualized through an intuitive 

smart dashboard that can be accessed via a server computer 

and a web-based application. The proposed system allows for 

real-time monitoring, analysis, and report generation, including 

the automated calculation of Overall Equipment Effectiveness 

(OEE) and Overall Line Effectiveness (OLE) for operational 

efficiency. Besides, the CPS proactively identifies and 

mitigates potential errors, and enhances system reliability by 

implementing data thresholding techniques. Furthermore, the 

architecture can support predictive maintenance by analyzing 

trends and anomalies in sensor data. It paves the way for 

minimized downtime and cost savings. The CPS represents 

a significant advancement in digitizing conventional machines 

and manufacturing processes, contributing to increased 

efficiency, transparency, and scalability in line with the Industry 
4.0 era. 

Key Words: IoT; Cyber Physical System; Smart Factory; 

Industry 4.0; Digital Transformation; Digitalization; OEE. 

 

1 Introduction 

CPSs integrate the physical and digital worlds by embedding 

sensors, actuators, and software into industrial equipment, and 

allow precise monitoring and control. This integration fosters 

predictive maintenance that reduces downtime and optimizes 

resource utilization. By enabling seamless communication 

between devices, machines, and systems, the Internet of Things 

(IoT) plays a critical role in smart factories. Through IoT 

connectivity, real-time data is collected and shared across 

networks and helps enhance operational efficiency and decision- 

making. Together, IoT and CPS enable advanced automation, 

flexibility, and scalability, which are fundamental to Industry 

4.0. By leveraging these technologies, smart factories can 

achieve unprecedented levels of productivity and innovation 

(Dornho¨fer et al. [10]; Averyanov et al. [2]). CPSs have 

found applications across a wide range of industries. In 

healthcare, CPS is utilized to enhance patient care and 

streamline medical procedures (Hemalatha et al. [13]; Rosado 

et al. [24]). Agriculture has benefited from CPS through 

innovations in precision farming and resource management 

(Hamzah et al. [12]). In transportation, CPS improves safety 

and efficiency by integrating intelligent systems( Wang and Liu 

[31]). Furthermore, CPS is a key enabler in smart city initiatives 

and drives sustainable urban development (Hemalatha et al. 

[14]). It also plays a role in water sustainability by monitoring 

and managing resources effectively (Cui [8]). CPS supports 

supply chain management and aids in the development of 

strategic policies across various sectors (Tonelli et al. [28]; 

Cheong and Lee [5]). Many studies have highlighted the 

vulnerability of CPS to external cyber-attacks, which can disrupt 

industries and lead to financial losses (Jamaludin and Rohani 

[17]). Besides, in (Oks et al. [23]), the authors present a novel 

categorization of industrial CPS across 10 sections, 32 areas, 

and 246 fields, and offer insights into future research directions 

to enhance Industry 4.0 applications. The others explore the 

defining characteristics, design methodologies, current state 

of the art, applications, challenges, and opportunities for 

addressing complex problems in the field of CPS (Lozano and 

Vijayan [21]). In (Habib and Chimsom I [11]), the authors 

highlight CPS’s evolution toward intelligent, decision-making 

systems, their applications in smart cities, manufacturing, and 

supply chains, and the challenges of cybersecurity, real-time 

control, and interoperability that must be addressed for future 

advancements. The integration of digitization, Industry 4.0, the 

IoT, machine learning, and artificial intelligence is transforming 
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the roles of plant operators and maintenance technicians. In 

(Wittenberg [33]), these advancements over the decades, current 

industry demands, and key research areas are examined. In 

([1]), the authors investigate the interoperability challenges 

and integration of Digital Twins (DTs) within edge-enabled 

CPS in the context of Industry 4.0/5.0. The study identifies 

77 interoperability challenges and proposes a framework with 

six levels—technical, syntactic, semantic, pragmatic, dynamic, 

and organizational—to help practitioners effectively adopt and 

use interconnected DTs in CPS. The CPSs Co-Simulator 

(CPS-Sim), a framework that integrates Matlab/Simulink for 

physical system simulation and QualNet (or OMNeT++) for 

communication network simulation is introduced. The key 

innovation lies in synchronizing these simulators with different 

time management methods, effectively demonstrated through a 

distributed clock synchronization algorithm in wireless sensor 

networks (Suzuki et al. [27]). Integrating CPS with IoT and 

Artificial Intelligence (AI) enables smart decision-making, and 

drives innovations in process optimization and customization. 

The researchers explore the integration of AI with CPS through 

Representation Learning (RepL) and emphasize its potential 

to extract meaningful abstractions from noisy sensor data and 

discrete system states. The study examines contemporary RepL 

methodologies applied to time-series data generated by CPS. A 

three-tank system as a case study to evaluate their strengths, 

limitations, and conditions for practical deployment in CPS 

contexts is used (Steude et al. [26]). The IoT holds a vital role in 

transforming traditional factories into smart factories in Industry 
4.0. It enables predictive maintenance, energy optimization, 

and enhanced workplace safety through interconnected devices 

and sensors. Existing IoT connectivity solutions, highlighted 

IoT applications, technical challenges, and explored emerging 

technologies in smart factories are reviewed. They consist of 

predictive maintenance, asset tracking, inventory management, 

supply chain optimization, and so on (Ding et al. [9]; Soori 

et al. [25]; Cherif and Frikha [6]). In this paper, a CPS was 

successfully developed for two conventional milling machines 

and two conventional turning machines. The system collects 

and processes data from these machines, displaying it on a 

smart dashboard. Key performance metrics such as OEE and 

OLE are automatically calculated, providing valuable insights 

into operational efficiency. Four distinct Programmable Logic 

Controllers (PLCs) were integrated to manage the machines 

and ensure seamless data communication. By applying data 

thresholding techniques, the system effectively detects and 

prevents potential errors in order to enhance reliability. This 

CPS demonstrates a robust solution for digitizing conventional 

machines and aligning them with Industry 4.0 standards. 

 

2 Literature Review 

 

The field of industrial automation leverages CPS to 

optimize production processes and equipment performance. In 

(Hoffmann et al. [15]), the authors present a concept for the 

development, commercialization, operation, and maintenance 

of industrial CPSs in modern production, and highlight the 

challenges and opportunities for advancing both research and 

industrial practice. It defines the components and technological 

aspects of industrial CPS, compares them with traditional 

systems, and discusses key challenges and solutions to ensure 

the long-term sustainability of these systems. CPSs can 

transform technologies that bridge the physical and virtual 

worlds to create innovative applications and processes while 

dissolving traditional boundaries. The authors explore how 

CPS and IoT can drive a paradigm shift in manufacturing 

systems, optimize strategies, and introduce new applications, 

services, and data-driven business models (Kim and Park 

[19]). In (Chugh and Taqa [7]), the authors explore the 

role of Industry 4.0 technologies, including CPS and IoT, in 

transforming manufacturing through automation, real-time data 

exchange, and interconnected systems. By integrating physical 

components with software and communication networks, these 

technologies enhance decision-making, predictive maintenance, 

traceability, and production optimization. The proposed 

system is demonstrated through examples and a real-world 

case study. To increase productivity without the high costs 

of new machinery, the authors propose digitizing traditional 

machines by integrating motor controllers and sensors to collect 

and transmit data. This approach enhances the machining 

process by improving surface quality, reducing tool wear, 

and minimizing the risk of failure (Nguyen et al. [22]). In 

(Briatore and Braggio [3]), the research explores how Industry 
4.0 technologies like IoT, DTs, and CPSs can revolutionize 

maintenance through predictive and prescriptive maintenance. 

By integrating these technologies into the Maintenance 4.0 

framework, the study emphasizes resilience and environmental 

sustainability and proposes a six-step roadmap that begins 

with small-scale pilot projects to generate valuable results. 

The research explores the integration of Cloud Manufacturing 

and CPS through the use of OPC Unified Architecture (OPC 

UA) as a communication protocol to enable seamless data 

exchange and interoperability. The proposed hybrid architecture 

addresses challenges such as real-time monitoring, adaptive 

control, and efficient data management, and provides a pathway 

for optimizing manufacturing processes, and enhances real-time 

capabilities using cloud resources( Ji and Xu [18]). Besides, in 

(Va´squez-Capacho [30]), the authors introduce V-nets, a new 

formalism designed to address diagnosis challenges in CPS 

and industrial processes. V-nets are proposed as a reliable 

tool for managing fault detection and improving supervisory 

control in scenarios where traditional formal models of 

Discrete Event Systems (DES) fall short. The collaborative 

processes and model-based technologies used to develop a 

prototype Cyber-Physical Production System for USB sticks are 

detailed in (Zamfirescu and Neghina˘ [36]). It emphasizes co- 

simulation technology to enhance fidelity, enable independent 

subsystem validation, and facilitate structured dialogue between 

specialized teams. In the metallurgical industry, fused 

magnesia smelting for fused magnesium furnaces (FMF) is an 

energy-intensive process with high temperatures and complex 
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dynamics. This process makes it challenging to measure and 

model the energy consumption per ton (ECPT) accurately. The 

paper introduces a CPS-based embedded optimal operational 

control system integrating advanced algorithms, industrial cloud 

computing, and wireless communication, successfully applied 

to ten FMF production lines in China. This integration 

significantly reduces the ECPT (you Chai et al. [35]). Cyber- 

physical production systems (CPPS), which link physical and 

digital components, serve as the backbone for these smart 

factories. It enables real-time management, adaptive processes, 

and optimization through global cooperation and innovation 

(Hozdic´ [16]). In (Torres et al. [29]), The authors focus on 

developing SmartBoxes using low-cost hardware like Raspberry 

Pi and industrial platforms such as NI CompactRIO, and 

employing OPC-UA and MQTT protocols for real-time data 

collection, processing, and integration. These SmartBoxes 

facilitate seamless interaction between supervisory systems 

and physical assets. And, a study presents a CPS-based 

thermal error compensator for CNC machine tools that are 

designed on an embedded system to rapidly collect sensor data, 

predict thermal errors, and communicate with CNC systems 

and cloud platforms (Lou et al. [20]). Applied to a CNC 

machine tool, the result demonstrates effective performance 

under various machining conditions. In the competitive 

manufacturing landscape, companies are integrating advanced 

technologies to enhance processes and productivity and align 

with Industry 4.0 principles. The research examines the 

transformation process of a factory producing spherical bushels. 

They utilize FlexSim software to create a production simulation 

platform for real-time management of production, supply, and 

logistics via Material Requirement Planning (MRP) and CPPS. 

The simulation optimized by using a load-capacity adjustment 

method. It improves equipment occupancy rates, demonstrates 

significant efficiency gains, and lays the groundwork for a 

future digital twin of the company (Chakroun et al. [4]). In 

(Williams et al. [32]), the authors present the implementation 

of DT of Cyber-Physiscal Tormach CNC machines, which 

replicates physical manufacturing operations by generating tool 

path positional values along the X, Y, and Z axes. The DT 

uses the MTConnect communication protocol to collect and 

store data in standardized XML and JSON formats for analysis. 

Validation was carried out by simulating and manufacturing 

a coin geometry on a real CNC machine. The results show 

a high correlation between the DT and real system. By 

integrating supervisory control and data acquisition (SCADA), 

edge computing, and cloud computing to monitor and analyze 

data streams from CNC machines and sensors, in (Yang et al. 

[34]) the authors propose a new data analysis framework for 

CPS. The framework employs signal smoothing and anomaly 

pattern detection techniques to identify and store significant 

patterns in the data stream. These patterns can then be used 

for further analysis and applications within CPS. 

3 Research Methodology 

In this project, four new control boxes for four machines were 

built. Each machine was equipped with a PLC controller from a 

different brand because, in reality, the company is using a wide 

variety of PLCs from different manufacturers and generations. 

A central server simultaneously connects to all four PLCs to 

collect data and store it in a shared database. A smart dashboard 

to show critical values that need to be monitored and provide 

alerts when sensor signals indicate that the equipment is about 

to operate abnormally was developed. Two important indicators 

calculated and displayed on the dashboard are OEE and OLE. 

Among them, Overall Equipment Efficiency (OEE) is a critical 

indicator, calculated as follows: 

OEE = A x P x Q (1) 

where: A = Run Time / Planned Production Time. This 

measures how much time the production line was running as 

planned. 

P = (Ideal Cycle Time × Total Count) / Run Time. This assesses 

whether the line is running at its maximum speed or capacity. 

Q = Good Count / Total Count. This evaluates the proportion of 

defect-free products. 

Planned Production Time and Ideal Cycle Time are 

predefined values that can be set in advance. Total Count 

represents the total number of products produced. Good Count 

refers to the quantity of products meeting quality standards. 

Both Total Count and Good Count are manually recorded. 

Consequently, Run Time is the only variable that requires 

automatic measurement during production. To address this, the 

authors propose capturing this value by transmitting an on/off 

signal to the data center whenever the machine starts or stops. 

With accurate information on machine start and stop times, Run 

Time can be calculated efficiently and reliably. Besides, OLE is 

a metric used to evaluate the performance and efficiency of an 

entire production line. It is similar to OEE but focuses on the 

performance of multiple machines or stations working together 

in a line. OLE was also calculated and displayed in this project. 

Based on actual production needs, three parameters (Capacity 

Utilization, First Pass Yield, and Scrap Rate) are also calculated 

using formulas (2), (3), and (4) and displayed. Where: 

Capacity Utilization = Actual output / Maximum possible 

output (2) 

First pass yield = (the number of units successfully produced 

without rework) / (the total number of units entering the 

process) (3) 

Scrap rate = the amount of scrap / the total amount of output (4) 

By equipping inverters, display screens, and sensors, the two 

traditional milling machines have been digitized as follows: 

• The system for controlling spindle speed in milling 

machines has been enhanced by integrating a 3-phase 
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inverter. It allows precise speed adjustments for optimal 

machining performance, product quality, and tool life. 

Additionally, the authors propose using optical sensors to 

record spindle speed data with high accuracy and enable 

analysis to identify and address factors affecting tool life 

and surface quality. 

• Monitoring coolant parameters is essential for efficient 

milling machine operations. The coolant helps manage 

temperature, clear abrasive particles, and maintain 

machining quality. By using ultrasonic and thermal 

sensors, the developed CPS can automate the collection 

of coolant level and temperature data, enable better 

maintenance planning, and address issues such as low 

density, insufficient coolant levels, or overheating. 

• In production, electric energy consumption during system 

operation is a crucial factor that can be calculated using 

wattage and spindle torque. Through torque value 

inspection, the operator can assess the compatibility 

between the feed rate, spindle speed, and the material 

properties of the workpiece. This process helps prevent 

tool breakage or wear during machining and ensures 

accuracy by enabling corrective actions for tool wear. 

Similarly, the digitization of two traditional lathes 

integrates sensors, control systems, and visualization tools 

with the following enhancements: 

• Spindle speed monitoring: an optical sensor has been 

installed to record high-precision spindle speed data for 

real-time analysis. This enables optimization of machining 

processes and enhances tool life. 

• Temperature monitoring: two temperature sensors measure 

spindle and motor temperature that provide critical insights 

to prevent overheating, ensure operational stability, and 

help condition-based maintenance planning. 

• Energy efficiency monitoring: a current sensor is utilized 

to monitor the machine’s power consumption that supports 

efficient energy management and early fault detection 

through monitoring the abnormal changes in current. 

• Precision control system: a three-phase variable frequency 

drive (VFD) replaced traditional contactor-based motor 

control to allow step-less control and precise speed 

adjustments for enhancing machining accuracy, product 

quality, and tool life. A three-tier light tower provides 

real-time operational status updates, improves situational 

awareness, and ensures machine safety. 

• Monitoring operations and observing graphical data: 

A Human-Machine Interface (HMI) has been installed 

to provide intuitive control and monitor operational 

parameters that can improve productivity and interaction 

between operators and machines. 

 

This digitization establishes a foundation for cyber-physical 

integration in advanced manufacturing systems. Based on 

practical working experience, key indicators that directly affect 

product quality, machine failure, and tool breakage—such as 

spindle speed and coolant temperature—have been set with 

thresholds to notify operators before issues occur. Critical data 

is stored and analyzed, and reports can be easily generated 

to facilitate the management process. To easily monitor the 

dashboard in the areas inside and outside the company, a web- 

based application with a control flow as shown in Figure 1 was 

developed. 

 

Figure 1: Connection diagram and transmission protocol of 

devices in the CPS system. 

 

The diagram illustrates a system where various input devices, 

such as optical sensors, ultrasonic sensors, temperature sensors, 

and current transducers, provide essential data to multiple PLCs, 

including Siemens, Mitsubishi, Omron, and Allen-Bradley. 

Each sensor serves a specific purpose: optical sensors measure 

the spindle motor’s speed, ultrasonic sensors monitor the 

coolant water level, temperature sensors track both the spindle 

motor’s temperature and the coolant water’s temperature, and 

current transducers measure the total current consumption of the 

machine. The Siemens PLC acts as the master, consolidating 

data from other stations and transmitting it to an SQL server 

using OPC UA for further processing. This data supports 

web-based monitoring and dashboard visualization via Grafana. 

Additionally, at each station, the PLCs control spindle motors 

using Variable Frequency Drives (VFD) via Modbus 485, 

with all configurations and operations at each machine being 

managed through the HMI. Furthermore, the spindle motor’s 

torque is calculated based on the current measured from 

the VFD to enable precise motor management and system 

optimization. This setup integrates data acquisition, control, and 

visualization for efficient industrial automation. 

 

4 Results and Discussion 

Figure 2 depicts the actual CPS system with four 

traditional machines (02 milling and 02 turning) connected and 

transmitting data to the server computer. The inverters, sensors, 

light towers, and control cabinets integrated into each machine 

are all operating as planned. The entire system was operated 

simultaneously to test connectivity and the seamless flow of 

data. Additionally, to ensure the accuracy of OEE and OLE 

values, the CPS was continuously operated for several days. 

For the milling machines, four sensors are installed at suitable 

locations as below: 
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• An optical sensor is mounted on the gearbox of the main 

motor to measure spindle speed. 

• A temperature sensor is positioned in the coolant reservoir 

to monitor coolant temperature. 

• An ultrasonic sensor is also installed in the coolant 

reservoir to measure the coolant level. 

• A current sensor is placed on the power line within 

the machine’s electrical cabinet to track its current 

consumption. 

Similarly, the digitization of two traditional lathes includes 

the installation of four sensors, control systems, and 

visualization tools with the configuration as follows: 

• Spindle speed monitoring: An optical sensor is installed 

inside the headstock to record high-precision spindle 

rotational speed data for real-time analysis. 

• Spindle motor temperature monitoring: A temperature 

sensor is mounted on the spindle motor housing to measure 

its temperature. 

• Spindle temperature monitoring: Another temperature 

sensor is installed within the headstock to measure the 

spindle temperature. 

• Energy efficiency monitoring: A current sensor is 

located in the electrical cabinet to track the lathe’s power 

consumption and energy usage. 

Additionally, a three-color light tower is mounted at the 

top of the machines to indicate its operational status. The 

data collected from these sensors is processed and displayed 

on the HMI which is mounted on the control panel. This 

HMI interface allows operators to monitor machine parameters 

and adjust control settings flexibly. The spindle speed is 

managed by a VFD located in the electrical cabinet and 

can be modified either through the HMI or the dashboard. 

This digitization establishes a foundation for cyber-physical 

integration in advanced manufacturing systems. 
 

 

Figure 2: CPS system. 

 

A professionally designed smart dashboard includes a general 

page summarizing the statistics of all four machines (Figure 3). 

On the General Page, which displays the overall statistics for all 

machines, the top part features graphs of the statistical values: 

OLE, Capacity Utilization, First Pass Yield, and Scrap Rate. 

The bottom part shows the key values of these parameters for 

each machine. Additionally, the OLE value of the whole system 

consisting of 4 machines is also calculated and displayed. 

 

Figure 3: General page – Smart Dashboard on the server 

machine. 

 

Each machine also has its own dedicated page displaying data 

from sensors, statistics, and warnings to alert operators about 

potential errors (Figure 4). The current basic awareness consists 

of Excessively High Coolant Temperature, Low Coolant Level, 

Abnormal Spindle Torque, and Excessively High Spindle 

Temperature. The displayed data for each machine are Machine 

operating status (Run/Idle/Error), OEE, Name of operator, 

Sensor data, power consumption (in watts and currency), 

warning messages, and statistics of specific data. On the left 

side of the interface, the machine’s image is displayed along 

with the manufacturer’s name and model. Below this, the 

operator’s information is shown, including the name and photo. 

The system tracks data about the primary operator, the machine 

they are using, and their working hours. This information helps 

to visually identify the current operator and review operation 

history. The system includes a feature to change the operator 

by double-clicking the “Change Operator” option. This allows 

another operator to use the machine with permission and records 

each operator’s operating time. As a result, any issues caused 

by operators can be traced back through the stored database. 

All data collected from the 4 machines are stored and can be 

exported according to the storage time when needed. 

 

 

Figure 4: The user interface of the milling machine with the 

warning message “Abnormal Spindle Torque” 
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The web-based interface of the system is displayed as 

shown in Figure 5. Through this interface on the web-based 

application, operators can remotely monitor the operational 

status of the entire CPS system. A mobile application is 

currently being developed to facilitate monitoring. 

 

Figure 5: Smart Dashboard on the web application. 

 

The result of the project is a favorable first step toward 

developing predictive maintenance modes as well as creating an 

automated production plan to optimize the production planning 

process. This is a basic, typical CPS system that includes the 

following functions: 

• Sensors: Collect data from the physical environment. 

• Control Systems: Process data collected from sensors and 

make decisions or commands to control physical devices. 

• Communication Network: Connect sensors, control 

devices, and computers or servers to transmit data between 

components in the system. This network may include both 

wireless and wired protocols. 

• Computing and Software Processing: Process and 

analyze data from sensors, and provide functions such 

as real-time analysis, forecasting, optimization, and 

automatic decision-making. 

• Actuators and Physical Devices: Execute physical 

actions based on control commands from the system. 

• User Interface: Allow operators to monitor, supervise, 

and control the system. 

• Safety: Prevent damage or accidents. 

• Data Integration and Analytics: Integrate data from 

various sources and use analytical algorithms to extract 

useful information, optimize system performance, and 

support decision-making. 

 

5 Conclusions 

In this paper, the successful development of a CPS designed 

to integrate four conventional machining tools is presented. The 

system effectively collects and visualizes data through a smart 

dashboard, and generates reports and alerts for potential risks 

that could impact the equipment. The alerts are based on data 

analysis from various sensors to ensure timely responses to 

anomalies. The CPS not only enhances real-time monitoring 

and operational reliability but also serves as a foundational 

step toward transforming traditional manufacturing systems into 

smart factories. The proposed system is full of functions 

that a standard CPS needs. By adopting this system, 

manufacturers can align with Industry 4.0 objectives so that 

they can achieve higher efficiency, improved decision-making, 

and greater adaptability to the demands of modern production 

environments. 
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Abstract

Network Access Control (NAC) is one of many solutions that
plays a critical role in defining security policies in networking.
Three open-source NAC solutions were analyzed and compared:
OpenNAC, FreeNAC, and PacketFence. The results showed
that the PacketFence solution has better performance in terms
of security features. Network layer-2 attacks were introduced
against the candidate solution to verify vulnerabilities. These
are Cisco Discovery Protocol, Dynamic Host Configuration
Protocol, Spanning Tree Protocol, Dynamic Trunking Protocol,
and VLAN Trunking Protocol. An enhanced PacketFence
was proposed to mitigate network threats in a simulated
environment; by using the network simulator tool (GNS3)
and through hardening a critical component of PacketFence
via applying supportive configurations and commands. We
observed that the proposed enhancement solution improved
network security. This is measured in terms of 22% to 84%
increase in the CPU utilization during an attack that lasted for
10 minutes. In addition to root cost increase from 0 to 12 after
launching 3 STP attacks. This is a substantial surge in MAC
address table entries. Interface status was also changed to trunk
and the VLAN entries were manipulated either by adding or
removing entries in the VLAN table.

Key Words:Network Access Control (NAC); Network
Security; PacketFence; Policy Enforcement Point; Hardening
Configuration; Security performance improvements.

1 Introduction

The demands for Information Security has recently increased
to a level that demanded every firm to have a dedicated
team responsible for identifying information vulnerabilities to
mitigate diverse threats encountered. Access control is a
security technique that is used to organize the accessibility
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of assets and resources. NAC delivers endpoint protection,
access control, and performance monitoring, authentication,
and network security enforcement as shown in Fig. 1. As
shown in the Figure 1, the NAC solution consists of three
major components. The first component is a policy decision
point (aka Radius Server) which acts as a policy repository and
authenticator using Authentication/Authorization/Accounting
model (AAA). Secondly, the policy enforcement point which
is a network switch that communicates with a radius server to
manage the accessibility to the network’s resources.

Figure 1: NAC System Components.

Lastly, an endpoint agent is implemented on endpoint devices
to check the needed requirements based on pre-defined policies.
Network access control compels all network users to adapt
to its automated directives aimed to protect the network from
security threats. With NAC system deployed, enforcing any
anti-malware software on endpoint nodes is a compliment.
Hence, the network will automatically take over the task of
preventing malware attacks. Data theft and the desire to
cause disruption are among the reasons why some attackers
raid network access control. Examples of attacks purposed
for stealing data are Denial of Service (DoS) and Address

ISCA Copyright© 2025
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Resolution Protocol (ARP) spoofing. If a good defiance strategy
is deployed, it will make the network impermeable to many
of the arms brought about by these attacks [10], [6]. In this
paper, an enhanced version of PacketFence is introduced by re-
configuring the policy enforcement point (Cisco Switch) with
the best practice guidelines provided by Cisco [4] to reinforce
the NAC solution. A certain type of attack has been deployed
over the simulated network using GNS3 and Yersinia attacking
tool [10]. In this work, CDP attacks and root-claim attacks are
introduced which show a vulnerability in a major part of the
network access control system (unmodified PacketFence), also
known as an enforcer device.

Figure 2: ARP spoofing suggested prevention method.

The paper is organized as follows: the literature review is
presented in Section 2. In Section 3, NAC Tools, and an
enhanced version of PacketFence is presented by configuring
the policy enforcement point along with the implementation.
The core setup and the tools used tobuild a network simulation
are presented in Section 4. Experimentation and evaluation
results are shown in Section 5, along with the performance
metrics used. Finally, a closure of the research and future works
is presented in Section 6.

2 Literature review

The study in [5] presents a method to lower the rate of attacks
based on ARP spoofing. Along with that, a way to include
stronger security measures for basic control systems without any
additional cost is discussed. The method requires no changes of
the required protocol or any extra appliances to prevent ARP
spoofing. It only requires an actual detached PC with a MAC-
Agent and a Client-Agent in each PC in the network, as shown in
Fig. 2. The study in [7] points out consideration of the standards

of conduct of the organization and its clients. It conveys an
improved organization access control utilizing free BSDpfSense
open-source systems. It uses the a committed edge firewall with
the presentation of squid, squidGuard, Squid Analysis Report
Generator (SARG), as well as the establishment of an Active
Directory worker with client access arrangements to improve
client access control and protect the LAN from abuse, virus
attacks, and unauthorized entries. As a result of this study,
two main problems were observed. The first is the limited
bandwidth, and the second is the absence of a reliable network
access control, which left the UMaT network exposed to all
types of attacks such as DoS/DDoS attacks, Worms, Trojans
attacks, etc. By applying a proxy server (Squid) which limits
access to the network, the UMaT network has been improved,
and network vulnerability has been greatly reduced.

The study in [3] contains the evaluation of the security
provided by the PacketFence Network Access Control server
installed within the GNS3 emulator. To prove that the attacks
on the network are real, open-source software called Yersinia
has been used to conduct various experiments. As a result, the
study showed that the PacketFence system is vulnerable, and the
attacks are viable and realistic, which may lead to a considerable
cost during the attacks for the company. Additionally, the study
discussed various types of attacks on the network; for instance,
CDP attack, MAC Flooding attack, Authentication attack, and
ways to secure the network against them.

Open NAC solutions are hybrid solutions composed of
software and hardware components. The most popular open-
source NAC solutions are cited in [10]. A number of researchers
use open-source tools for educational purposes due to the
availability of code to community. OpenNAC(Opennac.org,
2021) is an open-source network access control system that
offers access to LAN/WAN networks based on privilege rights
and policies. OpenNAC also proposes a secure connection
among devices on the network by using 802.1X authentication
protocols based on LDAP or an active directory. Figure 3
provides several features of OpenNAC to manage the network.
FreeNAC [10] is a GPL (General Public License) open-
source network access control system. It is completely free
and supports both wired/wireless network infrastructure. It
serves all different types of network devices while focusing
on information security when communicating with different
devices on the network. It achieves this by applying security
modes such as 802.1X, MAB (MAC-Authentication-Bypass),
and VMPS (VLAN management policy server). FreeNAC
is hard to perform a posture assessment and bandwidth
monitoring. Therefore, it is relying on other tools, for example,
security assessment tools, from the server side and bandwidth
monitoring tools. Please refer toFig,3 for an architecture of the
tool.
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Figure 3: OpenNAC design architecture

PacketFence (packetfence.org, 2021) can be used in both
wired/wireless networks with a unified management. It also
uses a secure connection between the NAC elements in
the network by using 802.1X, MAC-Authentication-Bypass
(MAB), DHCP fingerprinting, and user agents which can be
installed in the endpoint device. The system also uses a posture
assessment which can be defined as a compliance verification
to evaluate the endpoint device security perspective based on
the pre-defined rules and policies in the PacketFence server.
Moreover, it performs posture assessment using statement of
health (SOH) protocols to collect the required data from devices
in the network. PakcetFence can perform remediation through
a captive portal and redirect the user to a different URL with a
set of instructions for the specific situation to get access to the
network. The basic implementation for deploying PacketFence
consists of 3 major components, as shown in Fig.4.

Figure 4: Basic implementation of PacketFence

The architecture design of PacketFence (see Figure 5) can

analyse the traffic bandwidth and keeping track of it in case
of any unusual or suspicious activity. Additionally, the system
performs a set of actions to secure the network by quarantine or
changing the access level of the device.

Figure 5: PacketFence - Component Architecture

Table 1 provides a summary comparison made based on a
study paper reviewing open-source network access control tools
for Enterprise educational networks [10]. The table consists of
features that are mostly embedded with the security aspect of
NAC tools.

Figure 6: A basic illustration of CDP attack [6, 7]

From the table 1 and 2 it clear that PacketFence can manage
the bandwidth, a robust posture analysis, multiple authentication
protocols, and standards. While PacketFence succeeds other
open-source solutions certain issues need to be tackled. In [3].
PacketFence is vulnerable to certain types of attacks; as a result,
an eagle eye is needed to focus on this issue. Starting from
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Table 1: A Comparison between open-source NAC security
aspects

Feature OpenNAC PacketFence FreeNAC

Tracking
Bandwidth

Doesn’t keep
track of
bandwidth
usage

Keep track
of bandwidth
usage and takes
action on any
suspicious
activity such as
quarantine.

Relying on
other Network
monitoring
tools to
keep track
of bandwidth
usage

Authentication
802.1X based
on LDAP
protocol

MAB “MAC-
Authentication
bypass”
802.1X DHCP
fingerprinting
User agents

MAB “MAC-
Authentication
bypass”
802.1X, Cisco
VMPS (Vlan
management
policy)

Posture
assessment

Examine
end devices’
antivirus
updates,
OS updates,
patches, and
firewall

Use SOH
protocol
“Statement
of health” to
gather data
from end-
devices and
analyze the
posture

Unable to
do posture
assessment
by itself, and
relying on
other security
assessment
tools from the
server side to
deploy posture
assessment for
end-devices

Wire/Wireless
Networks Supported Supported Supported

Design
Scalability

Small/Medium
Networks

Geographically
Scalable

Small
Networks

the results of this study, we introduce in the next section an
enhanced version the PacketFence system.

3 The Proposed Enhancements to the PacketFence
System

While PacketFence has the overall success among others,
nevertheless, it has been shown that the system can fail due to
certain vulnerabilities. Here, improving the security demands
focusing on hardening a major component of the PacketFence
system can be achieved by providing the configuration and
implementation of the policy enforcement point (Network
switch) where any attack against the switch can eventually lead
to a system failure, fore more detail refer to Section 6.

Regarding the vulnerabilities on policy enforcement points,
the following section will analyse the introduced attacks and
prevention methods according to the best practice guidelines,
as provided by the Cisco official website [4]. In the upcoming
sub-sections, a set of attacks is exposed beside the resolving
configuration for securing the policy enforcement point.

Table 2: A comparison of features between open-source NAC
solutions

Features OpenNAC PacketFence FreeNAC
Posture
Analysis Fairly Yes Not Inherent

Contrivance
Authentication Yes Yes Yes

Bandwidth
Management No Yes No

Network
Vendor
Support

Multivendor Multivendor Multivendor

Wired and
Wireless
Support

Yes Yes Yes

Software
Integration Yes Yes Commercial

Community
Support Active Active Fairly Active

Administrative
Interface Web Interface Web Interface

Mainly
Window-based

Reporting Yes Yes Yes

3.1 CDP Attack

CDP (Cisco Discovery protocol) is a layer 2 protocol used
in cisco devices which sends identification packets over the
network in plain text. This protocol is usually used by
network administrators for discovering neighbor devices and
troubleshooting. The protocol is enabled by default in network
devices such as routers, switches, and servers.

Figure 7: A basic illustration of STP attack (common attack
types on switches, 2018)

3.2 STP Attack

Spanning Tree Protocol (STP) is a Layer 2 protocol that
operates on switches. Primarily, STP is used to guarantee that
you do not make loops when you have duplicate paths in your
network; as a result, loops are fatal to the network stability.



18 IJCA, Vol. 32, No. 1, March 2025

Spanning Tree does not use multiple links to lead to the same
destination. In addition, Spanning Trees is used in a network
fault tolerance design in such way if one link dropped another
backup link will take place to improve reliability and resilience.
STP attacks (figure 7) focus on spoofing the root bridge in
the network topology by broadcasting out a topology change
enforcing an STP re-calculation. This also causes a DoS on
the network by causing an interruption during the root bridge
modifications, as shown in the below fig. 7.

In this kind of attack, mitigation can be attained by not using
STP on unnecessary ports disable stp and using port security
commands on the interface level. Moreover, the bridge protocol
data unit (BPDU) guard bpdu guard command is used if the
network is using a portfast feature in STP configuration. A
command line root guard is mandatory to prevent the attacker
to claim the root.

3.3 DHCP Starvation Attack

Dynamic Hosting Configuration Protocol (DHCP) is a layer
2 network management protocol based on a client/server model.
The main purpose of DHCP is dynamically assigning an IP
address to network devices by a set of requests between the
network device and the server. As shown in Fig. 8 DHCP
can be implemented on any network, regardless of the size of
the network. It can work on layer 3 IP protocols when routers
or gateways act like DHCP servers to receive globally unique
IP addresses. DHCP Starvation Attack is a malicious attack
often used to exhaust the DHCP server by sending numerous
requests. This attack aims to stall the network by preventing
legitimate devices from acquiring an IP address to gain access to
the network. In this scenario, a prevention method is introduced
by applying an ip dhcp snooping command on the switch, which
drops undesirable DHCP traffic that may be requested from
unauthorized DHCP servers [13].

3.4 DTP Attack

The Dynamic Trunking Protocol (DTP) is a layer 2 cisco
proprietary protocol that can only be used between two cisco
switches to negotiate a trunk link between them along with the
encapsulation type. DTP is automatically enabled on a switch
port by default when a certain trunking mode is configured on
the switch port. There are two DTP trunking modes: first is
dynamic desirable, and the other is Dynamic auto. For the
first mode, the interface sends DTP packets constantly trying to
establish the trunk link if possible. Meanwhile, in the dynamic
auto mode, the interface just waits for DTP requests that are
being sent. An attack can be launched to force interfaces that
use DTP protocol to shift to trunk mode. This will leave the
network vulnerable to various types of attacks such as traffic
sniffing, man in the middle attacks, and VLAN hopping as a
result of all VLANS being accessible for the attacker.

3.5 VTP Attack

VLAN Trunking Protocol (VTP) is another Cisco proprietary
layer 2 protocol based on the client/server model which is used
to broadcast VLAN information such as VLAN name and ID
across the network. It has been introduced to synchronize
VLAN information with all switches inside the network by
using the same VTP domain and password. This protocol helps
network administrators to efficiently manage VLANs with less
time by creating or deleting a VLAN in one switch and syncing
this information across all the switches in the network instead
of creating or deleting VLANs in every switch.

Figure 8: Dynamic Hosting Configuration Protocol is working
between the client and the server [8, 9]

Figure 9: Virtual Trunking Protocol Modes [10]

As shown in figure 9, there are three VTP modes which can
be configured in Cisco switches:

1- VTP server: Usually configured in the core switch that will
advertise VLAN information across the network.

2- VTP client: Enable the switch to collect and save VLAN
information.

3- VTP Transparent: The switch will be able to resend the
VLAN information from the VTP server and, at the same time,
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can create or delete VLANs locally in it. However, the switch
will not sync on its own VLAN information to the network.

VTP attack methods launch on the network through
modifying the switch’s VLAN, either by adding a new VLAN
or deleting an existing VLAN. This could cause a disruption
in the whole network. Therefore, to protect the switch, the
network administrator should use a VTP password and disable
VTP protocol if not required.

4 Experimental Setup

The need for a hosting machine is essential for preparing
the development environment to deploy the enhanced proposed
solution (enhanced PacketFence). The core setup consists of
three parts. Firstly, the hosting machine and its specifications.
Secondly, software tools such as operating systems, Yersinia
security attack tool, and the open-source NAC solution. Finally,
a GNS3 network simulator. The reader should notice that
the core switch (policy enforcement point) is integrated with
a GNS3 network simulator. We explain this in the following
sections.

4.1 Hosting configuration

In this part a set of tools and machine configurations are
introduced that describe how the environment is prepared and
settled is explain below.

1. Hosting Machine The hosting machine is a PC with
Windows Server 2016 R2 64-bit OS. The processor is Intel
Xeon E5-2687W v2 (dual processor) running @ 3.40 GHz.
The installed RAM is 128 GB DDR3. It also has an Intel
I210 Gigabit network connection ethernet adapter for network
communication.

2. Operating System and Software tools PacketFence is
the network access control solution used in the development
environment along with Yersinia (Network Attacking tool).
PacketFence can be downloaded from the official website
(packetfence.org, 2021) as a standalone image or bundled with
pre-deployed Linux OS images. In the case of using the
PacketFence bundled image, a virtual machine is needed such
as oracle virtual box is needed to import the image itself. In
contrast, the standalone image needs to be installed manually
in Linux OS. Both flavours need Linux OS. Yersinia [12] is
an attacking open-source tool used to produce various types of
attacks including CDP, root claim, DHCP starvation, floods, and
so many others. Yersinia uses libpcap, ncurses, GUI, and libnet
dependencies to function properly.

3. Network Simulator tool (GNS3) GNS3 is an open-
source network simulator tool written in Python and can be
downloaded from their official website (gns3.org, 2021). GNS3
can be integrated with many virtual machines including network
components such as switches, routers, DHCP servers, firewalls,
radius servers, and so many others. In addition, a variety of
VM images, including operating systems, application servers,
PacketFence, network firmware, and more, could be imported

in GNS3. An Application Programming Interface (API), the
so-called libpcap, is used to communicate between network
components and endpoints. The product version 2.2.15 is used
to deploy the environment.

Figure 10: The relationship of policy enforcement points
between PacketFence and endpoints

4.2 System Deployment

An overall deployment of network components, attacks,
and configurations is presented in the following manner:
network topology implementation, policy enforcement point
configuration, launch of network attacks, and finally, hardening
configuration on the policy enforcement point. In Fig. 10 a
diagram is presented to illustrate the PacketFence system and
how it communicates with the endpoint devices. PacketFence
communicates with the policy enforcement point via a radius
server as a built-in component to apply the pre-defined policies
stored in the application server on the endpoint devices. It
has its own application server and web APIs to configure and
fetch information from devices in the network, such as the
device’s MAC address, IP, operating system, etc. This kind
of information helps the PacketFence system set a profile for
each endpoint device in the network and design a specific role
for permitting/denying access to the network. Moreover, the
system has an embedded monitoring tool which can perform
on different levels: for example, at the system level, such as
CPU utilization, Disk space level, system’s RAM, and more.
On the radius and authentication level, it shows the radius server
latency, the number of requests on the radius, and the number of
successful and unsuccessful authentications that occurred.
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Figure 11: A network topology implemented in GNS3
simulator

The system can monitor the endpoint devices using SOH
(Statement of health) protocols. It shows the number of
devices on the network, security events that may happen when
unregistered devices try to access the network, changes that
take place on an authorized device (i.e., changing the device
OS), or if the antivirus software is not up to date. In addition,
the system can delegate unauthorized devices to a posture
assessment process by redirecting the device to a defined URL
which provides a list of guidelines to accommodate the network.

4.3 Network Topology Implementation

Network topology is an essential arrangement structure
of network elements that aids network administrators to
analyse the data flow, physical/logical interconnections, and
transmission rates of the network. The network environment
implementation forms a star topology. Mainly, the environment
is composed of six elementary entities, as shown in Fig. 11.

(a) The open source NAC software solution (PacketFence).
The DHCP server responsible for assigning IP addresses to
network devices with a range of 192.168.122.0/24.

(b) The attacker is represented by Kali OS, which has great
frameworks to launch a variety of different types of attacks. In
this thesis, the Yersinia framework is used to launch various
network attacks, as will be shown in part 3 of this section.

(c) GNS3 uses a NAT (Network Address Translation) to
supply the internet connection to the network.

(d) Several nodes (clients) are used with different operating
systems acting as endpoint devices.

(e) Finally, one of the major parts of the NAC solution
(policy enforcement point) is represented by a layer 2 Cisco
switch which applies the pre-defined policies inherited from
PacketFence software on clients.

4.4 Policy Enforcement Point Configuration and
Connectivity

In Fig. 12 we show the communication between PacketFence
and the policy enforcement point.

Figure 12: A communication between PacketFence and Policy
Enforcement Point

The PacketFence initiates communication link between the
embedded radius server and the policy enforcement point using
AAA model (Figure 13).

Figure 13: AAA model configuration in policy enforcement
point

(a)PacketFence UI

(b) The policy enforcement points of applying pre-shared key
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(c) CLI Authentication configuration in PacketFence UI

Figure 14: Radius configuration in PacketFence UI

This can be done by setting a pre-shared key that should
be configured in both PacketFence and the policy enforcement
point as well as the CLI’s (Command Line Interface) username
and password. This way, the system can push the configuration
to the policy enforcement point using the Web APIs, as shown
in Figure 14. One of the methods used to control access to
the network is the use of ACL (Access Control List). ACL
is one of the essential structures in network configuration
using permit/deny rules to manage network accessibility (Cisco
CCNA/CCENT Exam 640-802, 640-822, 640-816 Preparation
Kit, 2009). PacketFence uses ACL which can be defined in the
system’s UI and then pushed to the policy enforcement point
(see figure 4.3) with the pre-defined rules as shown in Figure
15.

(a) PacketFence UI

(b)ACL configuration in policy enforcement point

(c) Applying ACL on the switch interface level

4.5 Launch of Network Attacks

In the second part of the previous section, five attacks on a
simulated network created on GNS3 had been introduced and
discussed. As shown in figure 4, the attacker is assumed to
be an end-user with respect to the network. In our scenario,
the attacker performs all layer-2 attacks within the network.
Technically, these attacks are launched via the Yersinia tool,
which is hosted on a virtual machine (Kali Linux distribution).
In addition, all network components,including VM machines,
are centralized and monitored on GNS3 via a set of APIs
and services. All five attacks (CDP – DTP – VTP – STP –
DHCP starvation) are directed toward the policy enforcement
point (Cisco Switch) where the first four attacks directly disturb
the switch. Meanwhile, the remaining one (DHCP starvation)
affects the endpoint devices via the switch.

4.6 Hardening Configuration

The main objective in this paper is to present a methodology
for hardening an open-source network access control system
(PacketFence). Configurations that are used to harden
the system will be categorized as follows: configurations
recommended by the Cisco official guideline, and a proposed
configuration that resolves some of the introduced attacks that
Cisco did not include in their guideline [7].

A. Configurations Recommended by Cisco Guideline Here, a
resolution will be highlighted for each attack by implementing
configurations on the Cisco switch from the Cisco guidelines [7]
.

1. CDP Attack
As mentioned in [7] for hardening Cisco devices, CDP

protocol should be only enabled on switches that relate to a
trusted network. Configurations that need to be applied are.

(a) no cdp enable command in the interface level or using.
(b) no cdp run command on the global level of the switch.
2. DHCP Attack
Cisco guidelines emphasize dropping undesirable DHCP

traffic requested from unauthorized DHCP servers by executing
ip dhcp snooping commands on the switch.

B. Proposed Configurations
1. STP Attack
Mitigation of STP attacks can be accomplished by disabling

STP on unnecessary ports using disable stp command and port
security command on the interface level. In case the network
is using a port-fast feature in STP configuration, a bridge
protocol data unit (BPDU) guard bpdu guard command is used.
Moreover, root guard commands are applied to prevent the
attacker from claiming the root.

2. DTP Attack A resolution to this attack is achieved by
turning off DTP protocols on all switch ports by executing the
switchport nonnegotiate switch command. This turns all ports
from auto negotiations to off.

3. VTP Attack
In this attack, a precaution is needed for protecting the

network VLANs from being manipulated (add/delete/modify).
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It is required from the administrator to enable a VTP password
command and to stop using VTP protocols if not needed.
Furthermore, a good practice to follow is to use VTP modes
wisely based on the criteria of the environment.

Table 3: CDP attack affects CPU Utilization over time

Minute Number of packets CPU Utilization
1 28,000 22%
3 85,000 31%
5 150,000 34%
7 210,000 72%
10 375,000 84%

Average 48.6%

5 Obtained Results and Discussion

In this part of the paper, we will show the results obtained
in the research before and after introducing several network
attacks. The dataset of the research is made up of five attacks
tackling a major part of the PacketFence solution (the Policy
Enforcement Point) which is a Cisco network switch under
model numbers 2960, 2970, 3560 and 3750.

Yersinia is a leading tool to generate attacks and is heavily
used in security network research (Opennac.org, 2021). The UI
of Yersinia follows a WYSIWYG [[12], [8], [11]]. See Figure
17. All attacks introduced here are generated using the Yersinia
tool operated on Kali Linux OS. Next, objective, and subjective
results will be shown for each attack.

5.1 Cisco Discovery Protocol Attack Evaluation As we
mentioned earlier, a CDP attack is launched using the Yersinia
tool attacking the policy enforcement point. Figure 18 shows
an empty table as an initial condition of neighbor devices that
use CDP protocol. By contrast, figure 19 shows the generated
devices from launching a CDP flood attack.

fig.
16.Yersinia UI for launching various type of attacks.

Fig. 17. A switch shows a CDP neighbor before launching the
attack

The CDP flood attack dramatically increases the CPU
utilization of the switch as the number of packets increases over
time, as shown above in table 3, and is illustrated in the chart of
figure 20 (e). The CDP attack is launched over time at different
durations, starting from 1 minute up to 10 minutes. Figure 20
(a) shows the CPU utilization before starting the attack while (d)
shows the CPU utilization after the end of the attack. As shown
in (e), the attack significantly decreases the performance of the
switch as CPU utilization increases for a period.

5.2 Dynamic Hosting Configuration Protocol Attack
Evaluation

Another attack that can be generated using Yersinia is a
DHCP starvation attack which can be avoided by applying a
hardening configuration. The following figure 21 shows how the
attack prevents the endpoint devices from obtaining IP addresses
to access the network. After launching the attack, the dedicated
process in the end-device system, which is responsible for
obtaining IP addresses, is stalled due to the exhausted DHCP
server, which gets numerous requests.

Fig. 18. A switch shows a CDP neighbor after launching the
attack with dummy generated devices
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(a) CPU utilization before attack at t0(min)

(b) CPU utilization after attack at t1(min)

(c) CPU utilization after attack at t5(min)

(d) CPU utilization after attack at t10(min)

(e) A chart illustrates a CDP attack affects the CPU utlilization
over time

Fig. 19. Switch shows a CPU utilization before and after
launching attack

(a) An endpoint device already obtained IP address before the
attack

5.3 Spanning Tree Protocol Attack Evaluation

As discussed previously, this attack works on changing the
cost of the switch and trying to alter the topology of the network.
In figure 22, the initial cost will be zero. As attacks are involved,
the cost will be changed as shown in (a) and (b). Moreover,
the attack changes the traffic bandwidth interface port. As the
number of attacks passes, the root cost of the device (switch)
is accordingly changed, as shown in table 4. The assumption
here is that the attack is launched with a secondary edge switch
connected to the policy enforcement point switch (the device).

(b) Same endpoint device is stalling and unable to obtain
IP address due to DHCP attack Figure 20. A DHCP attack
is applied and stalls the process of obtaining IP address in the
system

(a) Before launching STP Attack

(b) 1st occurrence of STP attack by Yersinia
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(c) 2nd occurrence of STP attack.

(d) 3rd occurrence of STP attack.

(e) A chart illustrated the occurrence of attacks and the root
cost.

Fig. 21. The root cost of the device is affected due to an STP
attack.

Table 4: Number of Attacks compared with changing root cost
after launching an STP Attack

STP Attack Number Root Cost
0 This bridge is the root
1 4
2 8
3 12

Average 8

5.4 Dynamic Trunking Protocol Attack Evaluation The idea
of this attack is to force interfaces that use DTP protocols to be
operated on trunk mode. This will leave the network vulnerable
to various attacks. Figure 22 shows the switch before and after
the attack.

(a) Before launching DTP attack where no interface status is
trunk.

(b) The switch has been forced to enable Trunking mode under
port Gi0/3 after launching attack.

Fig. 22. A DTP attack is applied, forcing the switch to enable
trunk mode.

5.5 VLAN Trunking Protocol Attack Evaluation
A VTP attack alters the switch’s VLAN, either by adding or

deleting the VLAN entry. Some advanced methods can modify
existing VLAN entries. This will lead to a disruption in the
network. Figure 23 explains the status of the switch VLAN
entries before and after launching the VTP attack. As shown
in the figure, (a) No added/deleted entries or (b) Adding VLAN
10 under the name Attack to ensure the attack or (c) Deleting an
entry in the VLAN table such as VLAN with id 7.

6 Conclusions

Although PacketFence is user-friendly and easy to integrate
with many network components such as switches, proxies, and
application servers such as radius and DHCP servers, the open-
source solution has a wide array of issues that need to be altered
and fixed. The second part of this research has been focused on
a major part of open-source NAC solutions which is called the
policy enforcement point, and which acts as a core switch for
the overall solution. In this part, vulnerabilities were discovered
after launching a set of attacks on the policy enforcement point
component with the help of the Yersinia tool. The regular
implementation of the policy enforcement points in open-source
solutions (e.g. PacketFence) is missing a set of security
guidelines. Although these guidelines are not dependent on
starting up the overall solution, the marginalization of these
guidelines during deployment with non-trusted networks might
produce vulnerabilities.

Hence, hardening methods are represented as commands
to enhance the device configuration. The third and final
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part of this work concentrates on how to harden the policy
enforcement point by protecting the network from exposed
vulnerabilities, as mentioned in section 4. Guidelines and
configurations are presented in this part of the work to tackle
these vulnerabilities. As the results shows in section 4, systems
that do not follow the recommended guidelines will suffer from
exposed vulnerabilities that harness the network device (a.k.a
PEP) in terms of CPU utilization, flooding MAC address table,
VLAN entries, and root cost, all of which can lead to system
failure

(a) VTP Attack via Yersinia UI

(b) Yersinia UI for adding VLAN

(c)Yersinia UI for deleting entry
Fig. 23. VTP attack is launched via Yersinia, which affects the

switch VLAN entries
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Abstract—In today’s digital landscape, cybersecu- 
rity demands effective vulnerability management. Our 
study demonstrates a risk prioritization approach using 
weighted base scores and vulnerability titles. This method 
helps organizations evaluate and categorize vulnerabili- 
ties based on impact and exploitability, allowing efficient 
resource allocation to address critical security threats. 

Index Terms—Cybersecurity, Vulnerability Manage- 
ment, Cyber threats, Security Threats, Vulnerability 
Prioritization 

 

I. INTRODUCTION 

A vulnerability is essentially a weakness within a 

system. It is comparable to an unlocked door, allowing 

a thief to enter a house effortlessly and take whatever 

they need. Similarly, if there is any vulnerability in a 

system, then the hacker can easily hack the system, 

access, and modify any data within it. The number 

of vulnerabilities has been growing in large number 

and there is a need to identify them and prioritize 

based on factors like severity, base score, impact 

and exploitability[1].This process of identifying and 

prioritizing is called Vulnerability Prioritization. It 

is one of the important processes in cybersecurity 

that involves systematic evaluation. With the ever- 

increasing count of vulnerabilities discovered daily, it 

becomes imperative for organizations to prioritize their 

remediation efforts effectively to mitigate the most 

critical risks and allocate resources judiciously. 

A method for improving vulnerability prioritizing 

is crucial because the typical vulnerability and patch 

management backlog currently has over 200,000 is- 

sues.[1] Different vulnerabilities have different risk 

levels, and it is important to treat them with in SLA 

(Service Level Agreement) breach. To enable fast 

remediation within SLA limits, vulnerability priori- 

tization comprises the rigorous discovery and rating 

them based on parameters like Exploitability, Impact, 

and System Criticality. This procedure guarantees the 

maintenance of data availability, confidentiality, and 

integrity within organizations. Prioritizing flaws also 

helps with the effective use of Patch Management 

resources, guarantees legal compliance to avoid fines, 

protects stakeholder’s reputation and trust, reduces 

operational risks like system outages and unauthorized 

access, and fosters business continuity[2]. 

Every day, hundreds of new vulnerabilities are 

adding to the list of NVD, a US government repository. 

Data about standards-based vulnerability management, 

represented by the Security Content Automation Pro- 

tocol (SCAP), is stored by the U.S. government in the 

NVD[3]. Even with recent advancements, vulnerability 

prioritization remains an intricate and multidimen- 

sional undertaking that demands a nuanced grasp of 

both technical and organizational factors. Persistent 

challenges, such as the rise of zero-day exploits, the 

interconnected nature of contemporary IT ecosystems, 

and the ever-evolving tactics employed by cyber ad- 

versaries, continually put the effectiveness of existing 

prioritization methodologies to the test. 

Fig 1 represents bar plot of the percentage of Com- 

mon Vulnerabilities and Exposures (CVEs) released 

between 2000 and 2023, reveals a significant trend. 

Initially, in the early 2000s, CVE publishing rates 

were relatively modest, ranging between 1-2 percent 

. However, percentages have gradually increased over 

time, with occasional variations. Notably, the curve 

steepens significantly beginning around 2010, with 

publishing rates reaching approximately 6-8 percent 

in the mid-2010s. Subsequently, beginning in 2017, 

there has been a significant and prolonged increasing 

trend, with percentages exceeding 10 percent in recent 

years and peaking in 2023. This graph highlights a 

large increase in the disclosure of CVEs over time, 

especially in the recent decade, indicating an intensi- 

fied attention on detecting and resolving vulnerabilities 

within software[4]. 

To overcome the above challenges, this research 
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Fig. 1: Percentage of disclosed CVEs per year [4] 

 

paper endeavors to explore the current practices and 

methodologies employed in vulnerability prioritiza- 

tion. 

• It aims to allocate resources to resolve the issues 

in an organization. 

• This research evaluates existing methodologies 

and proposes new frameworks to improve cyber- 

security resilience in a digital society. 

There are various sections in this study paper: Sec- 

tion 2 outlines the process of conducting a literature 

review in relation to vulnerability prioritization; Sec- 

tion 3 provides the methodology; Section 4 gives the 

data analysis and Section 5 compares the outcomes and 

supporting metric graphs. Finally, the conclusion and 

the opportunities for further improvements are covered 

in Section 6. Here, Table 1 describes the full forms of 

cyber-related abbreviations. 

TABLE I: Abbreviations and their full forms 
 

Abbreviation Full Form 

BSM Base Score Metrics 

CVE Common Vulnerability Exposures 

CVSS Common Vulnerability Scoring System 

CWE Common Weakness Enumeration 

EPSS Exploit Prediction Scoring System 

ESM Environmental Score Metrics 

NVD National Vulnerability DataBase 

OWASP Open Web Application Security Project 

SCAP Security Content Automation Protocol 

SLA Service Level Agreement 

TSM Temporal Score Metrics 

VPR Vulnerability Priority Rating 

 

II. LITERATURE REVIEW 

Vulnerability prioritization is an important part of 

cybersecurity management because organizations must 

identify and address the most serious vulnerabili- 

ties in their systems to effectively minimize security 

threats[2,3]. Several research have been undertaken to 

investigate various approaches and methodologies for 

vulnerability prioritizing. On average, patch manage- 

ment backlog currently has over 100,000 issues and 

there are 79.18 CVEs published daily[4]. 

There are many metrics to resolve this problem. One 

such method is the Common Vulnerability Scoring 

System (CVSS) stands out as a popular methodology 

for this purpose. CVSS can be calculated by using 

three major metrics: Base Score Metrics (BSM), Tem- 

poral Score Metrics (TSM), and Environmental Score 

Metrics (ESM). While CVSS provides a consistent 

methodology for assessing vulnerabilities, it has some 

significant shortcomings. It failed to predict the future 

threat behavior, instead functioning as a mechanism 

for researchers and software owners to communicate 

about responsible disclosure[5]. 

Several other techniques have been presented to 

improve CVSS. Exploit Prediction Scoring System 

(EPSS) predicts the possibility of exploitation within a 

given timeframe, whereas Vulnerability Priority Rating 

(VPR) incorporates threat intelligence to represent 

the current threat landscape[6]. Despite their potential 

benefits, these approaches may suffer adoption barriers 

due to issues such as complexity and resource con- 

straints. 

In order to overcome these issues, we have pro- 

posed a novel approach that can efficiently rank the 

weaknesses. So that we can allocate the resources to 

the higher severity issues and remediate with in SLA 

breach which provides better management and protect 

the reputation of an organization. 

 

III. METHODOLOGY 
 

This section describes the methodology used in 

our research on vulnerability prioritization, including 

the methodical approach adopted to ensure a robust 

and accurate analysis. The procedure includes four 
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Fig. 2: Steps involved in the Methodology 

 

major steps: data gathering, data extraction, creating 

a dataset, and prioritizing the vulnerability. 

3.1 Data Collection 

To ensure robust system security, it is crucial to ef- 

fectively create a dataset. We have collected data from 

trusted sources, which include the National Vulnera- 

bility Database, and the MITRE-Common Weakness 

Enumeration. 

The National Vulnerability Database (NVD) is the 

US government’s repository of standards-based vulner- 

ability management data, managed by the National In- 

stitute of Standards and Technology (NIST)[3]. It uses 

the Common Vulnerabilities and Exposures (CVE) 

system to catalogue known vulnerabilities, including 

information such as descriptions of the vulnerabil- 

ity, severity rankings, impact and exploitability. The 

NVD’s centralized vulnerability data enables security 

teams to immediately identify relevant threats and 

prioritize repair activities, thereby automating vulner- 

ability management operations. 

Whereas, cwe.mitre.org is an official website which 

is managed by MITRE, a US non profit organization. 

It gives the information about the Common Weak- 

ness Enumeration (CWE), a community-developed list 

of common software and hardware flaws that can 

lead to vulnerabilities (OWASP top ten). Open Web 

Application Security Project (OWASP), a non-profit 

organization dedicated to improving web application 

security[7]. It has become a crucial resource for de- 

velopers in the era of cloud-native applications. This 

list provides up-to-date information on the most signif- 

icant and widespread vulnerabilities, ranked according 

to their impact and prevalence. These sources pro- 

vide valuable information about known vulnerabilities, 

common attack vectors, and best practices for securing 

systems and applications. 

By utilizing data from NVD and MITRE, organi- 

zations can enhance their understanding of potential 

security threats and take proactive measures to miti- 

gate risks[3,8]. This dataset can be used for security 

analysis, threat detection, and vulnerability manage- 

ment to safeguard systems and networks from poten- 

tial cyber-attacks. By analyzing the data, businesses 

can proactively address any weaknesses and imple- 

ment necessary security patches and updates to fortify 

their defenses. Automation of security measurement, 

compliance, and vulnerability management is made 

possible by this data. Databases containing software 

vulnerabilities connected to security, product names, 

impact metrics, and security checklist references are 

all included in the NVD[9]. 

3.2. Data Extraction 

We obtained information from cwe.mitre.org and 

NVD using a technique known as web scraping. Web 

scraping technologies can help organizations automate 

the process of acquiring up-to-date information on 

known vulnerabilities, common attack paths, and best 

practices for system security. It also makes it easier 

to grow and manage the dataset over time, ensuring 

that businesses always have access to current, relevant 

information about emerging threats. By incorporating 

web scraping, firms can better uncover vulnerabil- 

ities, stay ahead of potential security threats, and 

take proactive steps to improve system security. It 

can be done using a Python package called Beautiful 

Soup. Beautiful Soup, with its ability to parse HTML 

and XML documents, makes web scraping easier by 

offering tools to browse document structure and extract 

required data. 

In fig 2, step 2 represents the process of creating 

dataset from CWE – OWASP and NVD databases. The 

MITRE-CWE cite contains data about the software 

weaknesses which includes CVE ID, Description and 

name of the vulnerability. Whereas, in NVD we can 

find the data of CVE ID, Summary, CVSS Severity and 

Base Score. Both URLs contain CVE ID in common. 

So once the data from CWE-OWASP is extracted, we 

used the attribute CVE ID to retrieve the required 

columns from NVD. In this way, we have created the 

dataset in the form a csv file. Here, we have added one 
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Fig. 3: OWASP Top 10 Vulnerabilities 

 

 

more column where we assigned weightage to type of 

vulnerability. Over all, dataset consists of 2211 records 

with seven columns. 

3.3. Dataset Creation 

The dataset is created in the form of csv file. It con- 

sists of 7 columns which include CVE-id, Description, 

Base Score, Severity, Version, Vulnerability Name and 

Assigned weightage. 

The fig.3 presents the OWASP Top 10 Vulnera- 

bilities, a widely recognized list of critical security 

risks in web applications. The rankings are given by 

the experts based on their impact and likelihood. The 

lower the rank, the higher the weight is assigned. 

In the above figure, we can find that Broken access 

control vulnerability is ranked number 1. It means high 

weightage should be given with a weight of 10. Then 

weight 9 is given to the vulnerability Cryptographic 

Failures as it is ranked second and so on.In this way 

we have assigned weightage to title and created the 

seventh column. 

3.4. Prioritizing Vulnerabilities 

In this stage, we have prioritized vulnerabilities 

based on the ratio of base score and assigned weights. 

We have provided with three cases to illustrate the 

desired outcome: 

Case 1 (Base Score : Weight before 7:3): As the 

base score’s influence increases, data points transition 

from clustered to continuous distributions, and PDF 

curves become less overlapping and more distinct. 

Case 2 (Base Score : Weightage = 7:3): This is 

considered the best case, where the probability den- 

sity function and data points of different severity are 

smooth, unimodal, and well-distributed. 

Case 3 (Base Score : Weightage after 7:3): Not 

desirable. Not desirable. The probability density curve 

has more abnormalities, multiple peaks, and overlap- 

pings. 

Fig. 4: Bar chart representing Number of different 

vulnerabilities 

 

 

The methodology aims to find an optimal combina- 

tion of base score and weight that results in a well- 

distributed and unimodal probability density function, 

allowing for effective prioritization of vulnerabilities 

based on their severity and importance. 

 

IV. DATA ANALYSIS 

4.1. Data Visualization 

We have visualized data in two forms:bar plot and a 

pie chart. These graphs helps us to easily identify the 

number of vulnerabilities taken in each category like 

low, medium, high and critical. 

4.1.1. Bar Plot Visualization 

The figure 4 depicts a bar chart with the amount of 

vulnerabilities classified by various base score ranges. 

Base score ranges include ”Critical,” ”High,” ”Low,” 

and ”Medium.” The y-axis reflects the number of 

vulnerabilities, and the x-axis depicts the various base 

score ranges. The graphic shows that the ”High” base 

score range has the most vulnerabilities, followed by 

”Critical,” ”Medium,” and ”Low” categories, respec- 

tively. This graphic depiction enables a quick com- 

parison of the vulnerability distribution across various 

severity levels, as indicated by the base score ranges. 

4.1.2. Pie chart Visualization 

Figure 5 shows a pie chart that depicts the dis- 

tribution of vulnerabilities across various base score 

ranges. The greatest chunk, indicated in green, falls 

inside the ”High” base score range, accounting for 

35.7 percent of the vulnerabilities. The second-largest 

section, depicted in light blue, reflects the ”Medium” 

base score range, which includes 34.8 percent of 

the vulnerabilities. The orange slice represents the 

”Critical” base score range, which accounts for 28.6 

percent of all vulnerabilities. The smallest section, 

highlighted in red, reflects the ”Low” base score range, 

which includes only 1 percent of the vulnerabilities. 

This graphic depiction provides a clear overview of 

the relative proportions of vulnerabilities classified by 

severity levels using the base score ranges. 

4.2. Metrics involved for prioritizing vulnerabil- 

ities 
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Fig. 5: Pie chart representing Number of different 

vulnerabilities 

 

 

There have been many methods used to rank the 

CVEs. One of the common and popular methods is 

CVSS. The Common Vulnerability Scoring System is 

one such technique that is frequently used for vulner- 

ability rating (CVSS)[10]. A standardized framework 

called CVSS is used to evaluate the severity of security 

flaws. It offers a quantitative method to rank flaws 

according to their attributes. CVSS is calculated based 

on three components: Base, Temporal and Environ- 

mental metrics. We have proposed a new metric which 

prioritizes vulnerabilities based on weights assigned to 

base score and title of a CVE. The names are taken 

from cwe.mitre.org top 10 OWASP vulnerabilities. The 

metrics we used are Base score and weighted title of 

vulnerability. 

4.2.1 Base Metrics 

The CVSS Base Score measures the vulnerability’s 

intrinsic severity, regardless of time or environment. It 

is estimated using the vulnerability’s properties, such 

as attack vector, attack complexity, privileges required, 

user interaction, scope, confidentiality impact, integrity 

impact, and availability impact[11]. These measure- 

ments remain constant over time and are unaffected by 

real-world exploitability or compensating mechanisms 

established by an organization. The Base Score ranges 

between 0 and 10, with higher ratings suggesting more 

serious vulnerabilities. 

The function can be represented as: 

 

 
0 if ISS ≤ 0 

SU = Round(Minimum[(I + E), 10]) 

SC = Round(Minimum[1.08 × (I + E), 10]) 

 
Here, ISS represents Impact Sub Score, SU repre- 

sents Scope Unchanged, SC means Scope Changed, I 

represents Impact and e means Exploitability. 

a. Exploitability: Exploitability Metrics are impor- 

tant in vulnerability assessment because they focus on 

the underlying properties of the vulnerability rather 

than specific configurations or compensating mecha- 

nisms. These metrics, which consist of four compo- 

nents - Attack Vector, Attack Complexity, Privileges 

Required, and User Interaction - help to assess the 

exploitability of the vulnerability[12]. 

• The Attack Vector shows an attacker’s level of 

access, which can be Network, Adjacent, Local, or 

Physical. 

• Attack Complexity distinguishes between the ease 

of exploitation, which is evaluated as Low or High. 

• Privileges Required defines the level of access 

required for effective exploitation, which is classified 

as None, Low, or High. 

• User Interaction classifies whether user interaction, 

other than that of the attacker, is required for the 

exploit to succeed, with None and Required options. 

The exploitability is calculated using below formula, 

The formula for Exploit can be represented as: 

Exploit = 8.22×AttrackVector×AttrackComplextiy 

× PrivilegeRequired × UserInteraction (2) 

b. Impact: Impact Metrics used in vulnerability 

assessments analyze the effects on the impacted sys- 

tem’s CIA Triad (Confidentiality, Integrity, and Avail- 

ability)[13]. 

• Confidentiality evaluates the extent of sensitive 

information leakage, classifying it as High, Low, or 

None based on the attacker’s access level. 

• Integrity assesses the potential alteration of pro- 

tected data, with values ranging from None to High 

depending on the level of tampering permitted by the 

vulnerability. 

• Availability governs the accessibility of informa- 

tion after exploitation, with values ranging from None 

to High reflecting the level of unavailability or service 

interruption. . 

The formula for impact for different scope 

The formula for impact for different scopes can be 

represented as: 

Impact for Scope Unchanged = 6.42 × ISCBase (3) 

 

 

Impact for Scope Changed = 

f (ISS) = SU  if ISS > 0 and SU 

SC if ISS > 0 and SC 

(1) 7.52×[ISCBase − 0.029]−3.25×[ISCBase − 0.02]15 
(4) 
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Where: 

ISCBase = 1 − [(1 − ImpactConf)× 

(1 − ImpactInteg)× 

(1 − ImpactAvail)] 

c. Scope: The scope is another parameter in vul- 

nerability assessment that is used to calculate the 

base score. It determines the potential impact of a 

vulnerability beyond its immediate surroundings. It 

determines if a vulnerability in one system or com- 

ponent can propagate to other interconnected systems 

or components. The Scope metric aids companies in 

understanding the scope of a vulnerability’s impact, 

allowing them to assess the possible magnitude of 

damage and execute suitable mitigation measures. It is 

divided into two ratings: Changed and Unchanged[14]. 

• A Changed rating implies that the exploited vul- 

nerability may have cascading consequences on other 

systems or components beyond its security scope. 

• An unchanged rating shows that the damage is 

limited to the local security authority. 

4.2.2 Vulnerability Title: 

The second metric used in this research is the name 

of the vulnerability. We collected OWASP top 10 

vulnerabilities which have been ranked by the experts 

based on data factors provided by few organizations. 

The current Top 10 list is more driven by data analysis 

than previous versions, but not excessively so. Eight 

of the ten categories were chosen directly from the 

supplied data, while the other two came from high- 

level results of the Top 10 community survey. They 

have listed few weaknesses like broken access control 

, cryptographic failures, Injection which became the 

most serious threats in present world[15]. 

The formula of our proposed methodology is: 

TABLE II: Weights Assigned to CVEs 
 

Name of the Vulnerability Rank Weight- Score 

Broken Access Control 1 10 

Cryptographic Failures 2 9 

Injection 3 8 

Cross Site Scripting (XSS) 4 7 

Insecure Design 5 6 

Security Misconfiguration 6 5 

Identification and Authentication Failures 7 4 

Software and Data Integrity Failures 8 3 

Security Logging and Monitoring Failures 9 2 

Server Side Request Forgery (SSRF) 10 1 

 

 

Table 3 represents the graphs for the Datapoint 

representation and probability distribution function, 

drawn by taking various ratios of the base score and 

assigned weights. From the graphs, 6(a) to 6(g), we 

analysed the progression across all seven graphs (from 

0:1 to 6:4 ratio of base score to assigned title score), 

we see a definite trend in vulnerability prioritization: 

As the base score’s effect grows, there is a visible 

shift from extremely discrete, clustered data points 

to a more continuous, spread-out distribution. For 

each priority level, the PDF curves shift from multi- 

peaked and overlapping to more distinct, separated 

curves. In the 0:1 and 1:9 ratios, vulnerabilities are 

classified rigidly, but the 3:7 and 4:6 ratios strike a 

balance between categorization and nuanced grading. 

The 5:5 and 6:4 ratios show a sharper distinction of 

priority levels, particularly for major vulnerabilities, 

as the PDF curves become more apparent and less 

overlapping. 

5.1. Case 2: Base Score Range: Weight = 7:3 

This is the best ratio among all the cases. Here, 

highlighted blue colour image depicts a graph of 

the Data point representation and Probability Density 

Function (PDF) of priority scores with the ratio of 7:3. 

The left side of fig. 6(h) shows the representation 

Priority Score = W 1×Base Score+W 2×Weighted Scoreof data point of the weaknesses from index 0 which is 

 

Where: 

W 1 = Weight given to Base Score (70%) 

W 2 = Weight given to Weighted Score (30%) 

(5) on X axis, whereas Y axis represents the priority score 

which ranges from 3 to 10. The red data points rep- 

resent critical vulnerabilities, orange represents high, 

green shows medium and blue means low priority 

weakness. There are some orange dots above the range 

of 9 which has to be given priority compared to the 
The table 2 shows the names of most important 

risks with ranking and weight assigned to them. The 

rankings are provided by cwe.mitre.org for OWASP 

top 10 vulnerabilities by the experts based on some 

data factors and a survey. The lower the rank the 

higher the weight is given because high priority issues 

should be resolved first. So, when more weights are 

provided then priority score gets increased and thus, 

we prioritize them for remediation. 

V. COMPARISON AND RESULTS 

In this section, we have achieved a probability 

density function and data point representation graphs 

using the priority score. 

5.2. Case 1: Base Score : Weight before 7:3 

red points which are below the score 9. Even though 

orange indicate high, they have to be resolved first as 

they have more priority score compared to few critical 

vulnerabilities. 

The right side of graph 6(h) features four curves, 

each reflecting a different base score range: low, 

medium, high, and critical. The x-axis indicates the 

priority score, which ranges from 2 to 10. The y- 

axis shows the density, or probability occurring at a 

specific priority score. The Low base score range has 

a bell-shaped curve that peaks at a priority score of 2, 

indicating that low base score ranges are more likely 

to have a priority score of 2, where the medium base 

score range peaks at a priority score of 4, the High 

base score range has a curve with a peak near a priority 
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TABLE III: Graphs showing the relationship between the base score and assigned weights 
 

Assigned Weight Graph 
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score of 6 and critical score peaks at a score of 9. 

5.3. Case 3: Base Score Range: Weight after 7:3 

Figures 6 (i), 6 (j), and 6 (k) compare different base 

scores to assigned title score ratios (8: 2, 9: 1 and 1: 

0, revealing a consistent development in vulnerability 

classification and distribution. As the ratio favors the 

base score (from 8:2 to 1:0), there is a noticeable 

movement toward higher priority scores, particularly 

for serious vulnerabilities, with Probability Density 

Function (PDF) curves getting taller and narrower, 

indicating a more concentrated distribution. The 7:3 

ratio stands out as the best balanced method, providing 

visible separation between priority levels without over- 

polarization as shown in the 9:1 and 1:0 ratios. This 

balance enables nuanced prioritization by capturing 

both the technical severity of the base score and 

the contextual importance of the assigned title score, 

resulting in a practical and successful technique for ad- 

dressing vulnerabilities in complex IT infrastructures. 

Overall, the analysis demonstrates that as the 

base score’s weight grows, vulnerability prioritizing 

switches from a balanced, nuanced approach to a 

more rigid, technically driven classification. Ratios like 

5:5, 6:4, and 7:3 find the optimum balance, provid- 

ing obvious boundaries across priority levels while 

allowing flexibility within each category. These ratios 

efficiently integrate technical severity and contextual 

relevance, resulting in more precise and useful vul- 

nerability assessments. The 7:3 ratio is shown to be 

the most successful, providing a well-balanced strategy 

that provides both technical correctness and contextual 

relevance in ranking. 

VI. CONCLUSION 

In conclusion, organizations must prioritize the res- 

olution of the most serious threats by carefully re- 

viewing and ranking security vulnerabilities. We have 

proposed an approach based on their weighted base 

title score. In this study, we have achieved the best 

results for the ratio of Base score to Title 7:3. It helps 

in ranking the critical CVE’s, by not only using the 

CVSS base score but also based on the name of the 

top ten vulnerabilities. This technique helps to reduce 

the risk of security breaches and their possible impact 

on corporate operations. Implementing a structured 

vulnerability prioritization approach allows companies 

to make more informed decisions about resource al- 

location and risk management. It enables them to 

proactively address the most important security risks, 

improving their overall security posture. 

In the future, we will compare the different ways in 

which machine learning models are used to effectively 

automate the procedure. We also create a chatbot 

that provides specific information such as prevention 

measures, assaults, and the reasons for the top ten 

vulnerabilities. The chatbot can be used as a quick and 

easy instructional tool to help people learn common 

vulnerabilities, their implications, and mitigation mea- 

 

 

 

sures. By providing fast access to current information, 

the chatbot can help with proactive security measures, 

incident response, and vulnerability prioritization. This 

tool is especially valuable for developers, security 

teams, and businesses, allowing them to stay informed 

and take proper precautions to secure their systems. 
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Abstract 

 

Functional programming can be called modern programming 

in that it enables robust development and favours the programmer 

over hardware and performance considerations. Some character- 

istic features of the functional paradigm, such as map, have indeed 

been introduced into languages of other programming paradigms, 

like C++ and JavaScript. In spite of this deserved success, some 

challenges remain, such as input-output (I/O) operations, which 

often involve compromises with respect to the functional model. 

For instance, heavy memory I/O applications may keep prospec- 

tive users afar. In this paper, we give a constructive proof of 

the practicability of the functional paradigm for such a scenario, 

by concretely considering image processing with the functional 

programming language Racket (a Lisp dialect). Both theoretical 

and experimental quantitative evaluations are conducted to show 

the performance of the implemented algorithms. Furthermore, in 

an attempt at establishing the capabilities and versatility of func- 

tional programming, this work also covers parallel processing, 

on both a single core and multiple cores. 

Key Words: graphics; dithering; parallel; programming; soft- 

ware; Racket. 

 

1 Introduction 

 

The importance of the functional paradigm and functional 

programming need not be proven any more [6]. Functional 

constructs have even penetrated other paradigms, such as the 

object-oriented one with, for example, JavaScript’s Array.prototype 

.map method [13] and C++’s std::apply function [7]. This is also 

the case of anonymous functions [14]. Moreover, it has been 

shown that functional programming is positive for Internet of 

Things (IoT) applications [5]. Considering concrete implementa- 

tions of the functional paradigm, Lisp dialects can be found in 

robotics [11] and microcontroller applications [8]. It is thus no 

wonder that the functional paradigm is increasingly popular [2]. 

Despite all the advantages of the functional paradigm, users 

are likely to rapidly face some challenges, not to say limita- 

tions, inherent to this programming model. They mostly concern 

input-output (I/O) operations as those generally harm referential 

transparency [10]. 
 

*Graduate School of Science. Email: abossard@kanagawa-u.ac.jp. 

To address some of these issues, several solutions have been 

proposed. For instance, Haskell, another functional programming 

language, relies on monads [9]. In addition, the SOF program- 

ming paradigm has been described to address the state tracking 

issue of pure functional programs, and especially those featuring 

lazy evaluation [1]. The Racket programming language is said 

multi-paradigm in that it allows imperative programming, albeit 

clearly stating that it is a best practice to limit as much as possi- 

ble such non-functional constructs [3]. High-performance image 

processing with a functional programming style approach was 

proposed by Se´rot et al. [12], but it requires a specific, complex 

hardware architecture. 

Our objective in this paper is to give a constructive proof that 

shows the functional programming paradigm remains practicable 

even when conducting image processing, that is, memory oper- 

ations on rather large data. In other words, that such heavy I/O 

operations are not an excuse to sweep the functional paradigm 

aside [4]. 

To this end, we have selected the Racket language, based 

on Scheme and thus a Lisp dialect, as it tolerates imperative 

programming when needed, as previously recalled [3], which 

drastically improves usability over pure functional languages like 

Haskell. 

The rest of this paper is organised as follows. First, prelim- 

inaries for this work are presented in Section 2. Then, a first 

image processing algorithm, dynamic palette calculation, is dis- 

cussed in Section 3. Next, this algorithm is reused to describe in 

Section 4 a dithering algorithm. Dithering is further discussed 

from the parallel processing point of view in Section 5. Finally, 

concluding remarks are made in Section 6. 

 

2 Preliminaries 

 
About the notations used hereinafter, for the sake of brevity 

but without introducing any ambiguity, set operations such as \ 

(exclusion) and | . . . | (cardinality) are sometimes applied to lists 

(i.e. sequences). 

Regarding image file loading and pixel access, Racket provides 

convenient functions. First, read-bitmap takes a path to an image 

file (the GIF, JPEG, PNG, BMP and a few other formats are 

supported) and instantiates and returns the corresponding bitmap% 

object. Second, the pixel values, that is colours, that make the 

bitmap can be retrieved with the get-argb-pixels method of the bitmap% 

mailto:abossard@kanagawa-u.ac.jp
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class; note that memory needs to be allocated beforehand for 

their storage. Conversely, the pixels of a bitmap% object can be 

set with the set-argb-pixels method. Finally, a bitmap% object can be 

saved to an image file with the save-file method, which is how we 

produced the images included hereafter. 

A bitmap can be conveniently displayed inside a window 

thanks to Racket’s GUI components: it suffices to attach a canvas% 

object to a frame% object and to call the draw-bitmap method of the dc% 

class inside the paint callback of the canvas. 

Finally, we have noticed that relying on the class color% pro- 

vided by Racket to represent a colour is better avoided for two 

reasons: first, it significantly slows algorithm implementations 

down compared to, for instance, a simple triple (list), and second, 

it forbids using non-integer decimal values for RGB channel val- 

ues. Non-integer decimal values are desirable for error diffusion 

as considered later. 

 

3 Dynamic Palette Calculation 

 

Two palette calculation methods plus one performance opti- 

mization solution are described in this section. 

 

3.1 Main Approach 

Be it for compression purposes or to adhere to a standard like 

the Graphics Interchange Format (GIF), applying a colour palette 

to an image has always been an essential issue of computer graph- 

ics. We thus start by considering this well-known scenario to 

realise our constructive proof of the relevance and practicability 

of the functional paradigm for image processing. 

Although simple and fast, relying on a static colour palette, 

such as IBM’s 16-colour CGA palette, produces below par results. 

So, given that modern computer hardware allows it, it is instead 

wiser to dynamically calculate an optimised palette from the 

image that is to be rendered. 

We proceed as follows: first, we enumerate the different 

colours used in the image, and for each of them, we record 

their frequency (i.e. the number of times the colour is used in the 

image). This can be implemented simply: consider the list l of 

all the pixels (i.e. colours) making the image; get the first colour 

of l, say c, count in l the number nc of pixels of same colour c 

and repeat this process from the list of colours that differ from c, 

list which becomes the new l. This can be easily realised with the 

partition function called in a way that it returns the list of colours 

equal to c, thus inducing nc, and the list of colours different from 

c, thus inducing the new list l. 

Now that all the image colours and their frequency have been 

obtained, the next task is to retain as many colours as can hold 

the palette, say k. A na¨ıve approach to this issue is to sort the 

obtained list of colours in descending order of frequencies and 

to copy the first k colours into the palette. (All the colours of the 

image are retained if there are less than or the same number as the 

palette size k.) This way, the palette consists of the most frequent 

colours of the image. Although simple, this first dynamic palette 

calculation method produces unsatisfactory results. A picture is 

worth a thousand words: refer to Figure 1a. 

So, instead of selecting the colours to be retained inside the 

palette depending on their respective frequencies, it is indeed 

better to group colours according to their similarity: for two 

similar colours, the one with the higher frequency is retained, the 

other discarded. Precisely, we start by sorting the image colours 

in ascending order of their frequency so that the most infrequent 

colours will be grouped, that is eliminated, first; say this is the 

colour list l. Then, we iterate l, starting with its first colour, say 

c, each time finding within l \ {c} the colour that is the nearest 

to c, say c′, and we retain from c and c′ only the one with the 
higher frequency, as explained. This is repeated with the new, 

smaller sorted list of colours l \{c˜}, with c˜ ∈ {c, c′} the discarded 

colour. This iteration is terminated as soon as the number of the 

remaining colours, that is |l| the size of l, is smaller than or equal 

to the palette size. The superiority of this second dynamic palette 
calculation method is clear: refer to Figure 1b. 

Finally, a word on palette application to an image: in one 

single pass, for each pixel (colour) of the image, iterate the 

palette to find the nearest colour, which is stored as the new 

pixel value. The nearest colour is found by simply summing the 

difference between each of the three RGB channels. 

 

3.2 Optimization 

If instead of relying, as previously, on a simple list to count 

distinct colours we rely on a hash table, performance can be 

raised since Racket provides a hash table mechanism with con- 

stant time access operations. Furthermore, hash tables can be 

immutable, which allows us to avoid any trade-off with the func- 

tional paradigm for that matter. 

Concretely, we iterate the image pixels only once (i.e. in a sin- 

gle pass), each time incrementing the hash value corresponding 

to the pixel colour; colours serve as hash keys. 

Source code is given in Listing 1 to illustrate the elegance 

of this optimised approach which induces significantly higher 

performances (refer to Section 3.3). 

Listing 1: Counting colours faster, in one pass, with a hash table. 

1 (hash->list ; returns colours and frequencies conventionally as a list 

2  (foldl (lambda (c hash-table) ; ‘c’ is the current colour 

3 (let ([current-value (hash-ref hash-table c 0)]) 

4 (hash-set hash-table c (add1 current-value)))) 

5 (hash) image-colours)) ; ‘(hash)’ returns a new, empty hash table 

 

3.3 Quantitative Evaluation 

We begin by considering the worst-case time complexity of the 

non-optimised approach to colour enumeration and frequency 

calculation (i.e. based on the partition function). In the worst 

case, which corresponds to an image with no two pixels of the 

same colour, for each of the n pixels of the image, the remaining 

pixels are split into pixels of the same colour (none in the worst 

case as just explained) and pixels of a different colour. This 

process is repeated for each pixel, each time starting over from 
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Figure 1: Dynamic palette calculation and application to a sample photograph. The 16-colour palette is shown beside the picture. 

(a) Na¨ıve dynamic palette calculation. (b) Improved dynamic palette calculation. (Photograph taken by the author.) 

 

the remaining pixels (i.e. the pixels not classified yet). Hence, 

the worst-case time complexity of this colour enumeration and 

frequency calculation is O(nk) = O(n2) with k the number of 

distinct colours in the image. 

On the other hand, the optimised approach for colour enumer- 

ation and frequency calculation based on a hash table is faster: 

since hash table access operations are constant time O(1), one 

single pass of the n image pixels suffices, thus inducing an O(n) 
time complexity. 

Next, the enumerated colours need to be grouped. So, in either 
approach, palette calculation requires an additional time com- 

plexity of O(log(k/p) × k log k), with k the number of distinct 

colours in the image and p the maximum number of colours in- 
side the palette. Indeed, since each iteration of the k enumerated 
image colours eliminates at least one and at most k/2 colours, a 

palette of size p will be obtained after log(k/p) iterations. So, 

the k enumerated image colours are sorted no more than log(k/p) 
times, which induces the dominant time complexity. 

As a result, in the worst case (i.e. k = n), the non-optimised ap- 

proach requires O(n2 + n log n log(n/p)) and the optimised one 

O(n log n log(n/p)). Moreover, we have empirically confirmed 

the theoretically established worst-case time complexity with 

a computer experiment: we have run an implementation of the 

described dynamic palette calculation algorithm for several im- 

age files as follows. We have selected one photograph, so that 

numerous colours be included and palette calculation be thus 

meaningful, and we have resized it to produce several other im- 

age files of lower resolutions. The different image resolutions 

have thus enabled us to vary the value of n. 

Next, we make a remark regarding the number of colours 

k. While variations of k in the image files selected for this ex- 

periment could impact the measurement of the average time 

complexity, in the worst case k equals n, a case which has been 

considered when establishing the worst-case time complexity 

above. So, variations of k will not prevent experimentally con- 

firming the theoretically established worst-case time complexity. 

In practice, the original photograph, likely because of physical 

limitations of the camera sensor or the camera image compres- 

sion algorithm, may have a lower k/n ratio, and even a lower k, 

than after applying a first resizing operation. So, in an attempt 

to stabilise the k/n ratio and thus to estimate the average time 

complexity by emphasising the variations of n, we consider only 

images resulting from at least one resizing operation. Hence, the 

original photograph is not used in this experiment other than to 

produce the experiment images by resizing. 

This experiment has been conducted on a computer running the 

Debian GNU/Linux 12 (64-bit) OS equipped with a 12th genera- 

tion Intel Core i5-12400 processor and 16 GB RAM. The experi- 

mental results show the difference between the non-optimised dy- 

namic palette calculation method, based on the partition function, 

and the optimised dynamic palette calculation method, based on a 

hash table. Time measurements were reported by the time function 

of Racket (applied to the dynamic palette calculation function), 

whose “real time” value was retained. The photograph of Figure 1 

before applying a palette has been considered in the following 

different resolutions (in pixels): 591 × 443 (i.e. n = 261813), 

443 × 332 (i.e. n = 147076), 296 × 222 (i.e. n = 65712) and 

148 × 111 (i.e. n = 16428). The number of colours k was 29 721, 
23 190, 16 326 and 6 854, respectively. The palette size p was 

fixed to 16. The obtained results are illustrated in Figure 2. 

(a) 

(b) 
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non-optimised calculation 

optimised calculation 

5.104 + 2.10−6(n2 + n log n log(n/p)) 

104 + 10−3(n log n log(n/p)) 

We have conducted an empirical evaluation in similar con- 

ditions as for the experiment of Section 3.3, this time with 

the photograph of Figure 3 before applying a palette. The 

following distinct resolutions (in pixels) were used: 591×787 

(i.e. n = 465117), 443×590 (i.e. n = 261370), 296×394 (i.e. n = 
116624) and 148×197 (i.e. n = 29156). The number of colours 
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k was 42 216, 33 210, 23 636 and 9 629, respectively. The palette 

size p remained fixed at 16. The time taken by the dithering 

process is shown in Figure 4. 

As in the previous experiment, the empirical results show the 

efficiency of our implementation as the evolution of the measured 

dithering times is slower than the theoretical estimation. 
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5 Going Further: Parallel Processing 

We complete this constructive proof of the practicability of 

functional programming for image processing by considering 

parallel processing. 

 

5.1 Threads 

First, we have relied on Racket threads to conduct dithering 

Figure 2: Experimental measurement of the dynamic palette cal- 

culation time with and without optimisation, function 

of n the number of pixels. Theoretical estimations of 

the worst-case time complexity (with coefficients for 

visibility) are also plotted for reference. 

 

Experimental evaluation shows that the evolution (slope) of 

the measured execution times is significantly slower than the 

theoretical worst-case estimation, which first confirms what has 

been theoretically established and second is a positive indicator 

of the performance of the algorithm and of its implementation, 

and thus of the practicability of the functional paradigm in this 

case. 

 

4 Application to Dithering 

In order to further inspect the practicability of functional pro- 

gramming for image processing, we next consider a dithering 

(error diffusion) algorithm for images based on a colour palette. 

We have selected the well-known Floyd-Steinberg dithering 

algorithm whose approach is to calculate the difference between 

the current pixel’s colour and the nearest colour inside the palette, 

and to next diffuse with predefined coefficients this error to 

neighbours of the current pixel, precisely to the east pixel, south 

west pixel, south pixel and south east pixel of the current pixel. 

This algorithm can be implemented in accordance to the func- 

tional paradigm with a function that takes as parameters the 

image pixels as a list of colours, the palette to apply and the 

image width and height. The returned value is the new image 

pixels, as a list of colours. Dithering is applied in one single pass, 

with thus a worst-case time complexity of O(n). 

Application of this error diffusion algorithm implementation 

to a sample image is illustrated in Figure 3. 

in parallel. The idea to enable parallel processing for the Floyd- 

Steinberg dithering algorithm is to divide the image into several 

consecutive areas and to process each of those in a separate 

thread. Each thread applies dithering on its area and returns the 

result. Results are then merged back into one single image. 

We have used two threads, in addition to the control (main) 

thread, for our experiments, with thus the original image divided 

into what we call the upper half and the lower half. One can note 

that the first pixel row of the lower half does not fully aggregate 

error since the previous pixel row, that is the last pixel row of the 

upper half, is treated separately in another thread, and without 

resource sharing. Therefore, error is not diffused from the last 

pixel row of the upper half to the first pixel row of the lower 

half. It is however merely a remark since this does not produce 

artefacts and thus goes unnoticed. 

An excerpt of our implementation with threads is given in 

Listings 2 and 3. 

Listing 2: Parallel processing for dithering with threads: thread 

creation and result reporting to the main thread. 

1 (define (create-thread parent-thread half-id half-image palette bitmap-width 

half-bitmap-height) 

2 (thread (lambda () (let ([half-result (apply-palette-dithering half-image 

palette bitmap-width half-bitmap-height)]) 

3 ; completed: report the result to the main thread, together with 

the half identifier 

4 (thread-send parent-thread (cons half-id half-result)))))) 

(The function apply-palette-dithering applies the dithering algorithm 

as described in Section 4.) 

Listing 3: Parallel processing for dithering with threads: the 

control (main) thread. 

1 (define (dith-thread image-colours palette bitmap-width bitmap-height) 

2 (let* ([upper-half-height (floor (/ bitmap-height 2))] 
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(a) (b) 

Figure 3: 16-colour palette: (a) no dithering; (b) dithering applied. (Photograph taken by the author.) 
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12 (if (eq? id1 ’upper-half) ; merge the results based on the half 

identifier 

13 (append data1 data2) (append data2 data1)))))) 

Moreover, it is recalled that Racket threads run on one single 

core of the processor, even if several are available. One should 

note that our implementation is elegant, short and using thread 

mail boxes (thread-send, thread-receive). There are no shared resources 

across threads (no concurrent access), which will be even more 

important for the next section on futures. 

We have conducted an empirical evaluation in similar condi- 

tions as for the experiment of Section 4, notably with the same 

four image files, but this time with the multithreaded implemen- 

tation. As explained, two threads in addition to the control (main) 

thread were used. The measured dithering times are summarised 

in Table 1 together with the experimental results of the sequential 
the number of pixels n ·105 implementation for comparison. 

Figure 4: Experimental measurement of the dithering time, func- 

tion of n the number of pixels. The theoretical estima- 

tion of the worst-case time complexity is also plotted 

for reference. 

Table 1: Experimental measurement of the dithering time in- 

duced by the multithreaded implementation, function 

of n the number of pixels. The results in the case of the 

sequential implementation are included for reference. 

 

 

 

 

 

 

 

 

7 [id-data1 (thread-receive)] ; receive one half of the result 

8 [id1 (car id-data1)] [data1 (cdr id-data1)] 

9 [data2 (cdr (thread-receive))]) ; receive the other half 

10 (thread-wait thread1) ; for safety as ‘thread-receive’ signals... 

11 (thread-wait thread2) ; ... that the thread is about to terminate 

 

 

The empirical results show significant speed-up compared to 

the sequential implementation. Furthermore, the speed-up value 

is rather stable at approximately 1.4. Which is remarkable in that 

measured time 
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[lower-half-height (- bitmap-height upper-half-height)]) 
Image 

resolution 

Sequential 

implementation 

Multithreaded 

implementation 

Speed-up 

factor 
4 (let-values ([(upper-half lower-half) (split-at image-colours (* 

bitmap-width upper-half-height))]) (pixels) (ms) (ms)  

 

5 (let* ([thread1 (create-thread (current-thread) ’upper-half upper-half 148×197 3 032 2 369 1.28 

palette bitmap-width upper-half-height)] 296×394 25 365 18 041 1.41 

6 [thread2 (create-thread (current-thread) ’lower-half lower-half 443×590 87 420 61 370 1.42 
 palette bitmap-width lower-half-height)] 591×787 212 302 148 652 1.43 
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Figure 5: Output of the future visualizer tool: the green bar from start to end of the dithering algorithm execution shows that the main 

thread and the future’s thread successfully run fully in parallel on distinct CPU cores. 

 

as explained, all the Racket threads run on one single processor 

core. 

 

5.2 Futures 

In order to achieve parallel processing, unlike threads, on sev- 

eral cores of the processor, Racket provides the “future” mech- 

anism. Parallelism with futures can however become rapidly 

hampered when information from the main thread is required, 

thus blocking parallel processing. This is the case, for instance, 

when I/O operations are conducted. 

As with the single core multithreaded approach above, we 

divide the image into two parts, the upper and lower half. The 

upper half is treated in parallel by a future, and the lower half in 

the main thread. Both results are eventually merged and returned. 

Refer to Listing 4. 

Listing 4: Parallel processing on several cores for dithering with 

futures. 

1 (define (dith-future image-colours palette bitmap-width bitmap-height) 

2 (let* ([upper-half-height (floor (/ bitmap-height 2))] 

3 [lower-half-height (- bitmap-height upper-half-height)]) 

4 (let-values ([(upper-half lower-half) (split-at image-colours (* 

bitmap-width upper-half-height))]) 

5 (let* ([future1 (future (lambda () (apply-palette-dithering upper-half 

palette bitmap-width upper-half-height)))] 

6 [lower-half-result (apply-palette-dithering lower-half palette 

bitmap-width lower-half-height)] 

7 [upper-half-result (touch future1)]) 

8 (append upper-half-result lower-half-result))))) 

The results obtained from this multithreaded implementation 

based on futures show that parallelism on several cores of the 

CPU has been successfully achieved. When applied to the small- 

est of the four sample images of the previous experiment, the 

future visualizer tool output is as shown in Figure 5. The topmost 

row represents the main thread, for us processing the lower half 

of the image, and the second row corresponds to the future’s 

thread: it displays a green bar spanning the whole dithering 

execution time. This uninterrupted green bar means that the cor- 

responding future has been successfully run fully in parallel to 

the main thread, on a distinct CPU core. This desirable situation 

is enabled by the absence of shared resources, and communica- 

tion in general, between the main thread (processing the lower 

half of the image) and the future’s thread (processing the upper 

half of the image). 

We have conducted an empirical evaluation in similar condi- 

tions as for the experiment of Section 4, notably with the same 

four image files, but this time with the multithreaded implementa- 

tion based on futures. As explained, one future in addition to the 

control (main) thread was used. The measured dithering times 

are plotted in Figure 6 together with the experimental results of 

the sequential and single core multithreaded implementations for 

comparison. 

This empirical evaluation shows that parallel processing on 

several cores, when successfully achieved by futures as explained 

(see Figure 5), further significantly reduces the time required to 

apply the dithering algorithm to the image: as shown in this 

figure, we measured a 1.87, 1.90, 1.98 and 1.94 speed-up factor 

for the four images, respectively, compared with the single core 

multithreaded approach. 
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Figure 6: Experimental measurement of the dithering time in- 

duced by the implementation based on futures, func- 

tion of n the number of pixels. The results in the case 

of the sequential and single core multithreaded imple- 

mentations are also displayed for reference. 
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6 Concluding Remarks 

 

Through this work, we have successfully shown that functional 

programming, with some minor exceptions to the functional 

paradigm, is capable for image processing. Image processing 

algorithms, such as dynamic palette calculation and dithering 

(error diffusion) can be elegantly implemented. Moreover, even 

parallel processing, with threads on one single core and with 

futures on distinct physical cores, is feasible and brings signifi- 

cant performance improvements, as quantitatively shown by our 

experiments. 

Besides, parallelization is notoriously challenging for program- 

mers, and often harmful to program robustness. Thanks to the 

functional paradigm, robustness is retained when implementing 

parallel computation tasks. Overall, because Racket is a high- 

level language and tolerates exceptional imperative programming 

constructs, it features a very high usability, notably confirmed 

throughout our experiments. 

Although we have been able to show to some degree the appli- 

cability and practicability of functional programming, and more 

generally of the functional paradigm, to image processing, the 

experimentally measured processing times remain relatively high. 

So, as future work, it would be interesting to next compare the 

achieved performances and those obtained from an implemen- 

tation based on an imperative or object-oriented programming 

language. Such a discussion could also be extended to a pure 

functional language such as Haskell: it would certainly be more 

difficult to manipulate, but the existing libraries, like GUI ones 

for Haskell, could perhaps facilitate implementation. Finally, 

showing whether graphical animation is possible too, like for in- 

teractive content, is yet another interesting subject, with however 

even less tolerance for long processing times. 
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Abstract 

Wireless sensor networks (WSNs) have become increasingly 

popular over the last few decades, particularly in environmental 

monitoring, industrial control, healthcare, security, and offer 

the possibility of collecting data on physical and environmental 

phenomena, enabling advances in safety and intelligent 

surveillance. Each sensor node, equipped with physical sensors, 

processing circuitry, and wireless communication modules, acts 

as an autonomous agent capable of monitoring its surroundings 

and relaying information. However, large-scale deployment of 

these networks introduces challenges such as efficient energy 

management, communication reliability, fault tolerance, data 

security, and dynamic topology management. This article 

addresses these challenges and proposes innovative solutions 

to enhance WSN performance and sustainability, focusing on 

optimizing routing protocols. We propose a new solution to 

optimizing the AOMDV routing protocol, aiming to improve 

Quality of Service (QoS) while optimizing energy efficiency 

and the network lifetime. Additionally, we introduce a new 

clustering algorithm that dynamically forms clusters based on 

node density and energy levels to minimize communication 

overhead and prolong network lifetime. Extensive simulations 

using the NS2 network simulator demonstrate the effectiveness 

of our methods in improving QoS, energy efficiency, and 

network lifetime compared to existing protocols. Our 

contributions offer promising solutions for enhancing WSN 

performance and sustainability, enabling broader adoption in 

diverse applications. 

Key Words:WSN; AOMDV; QoS; NS2; Lifetime. 

 

1 Introduction 

Wireless sensor networks (WSN) are generally made up of 

small sensors distributed in a more or less random geographical 

area known as the catchment area or area of interest. These 

networks (1) allow data to be collected on physical and 
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environmental phenomena, paving the way for numerous 

innovations. WSNs are distinguished by their ability to collect, 

process and transmit data autonomously and collaboratively. 

Each sensor node (2) equipped with physical sensors, 

processing circuitry, and wireless communication modules 

acts as an autonomous agent monitoring its environment and 

transmitting information to other nodes or a central base station. 

However, their massive deployment presents technical and 

engineering challenges, including efficient energy management, 

communications reliability, fault tolerance, data security, and 

dynamic topology management. 

Routing (3; 5) in such networks is pivotal in ensuring efficient 

data delivery while optimizing energy consumption and network 

lifetime. In WSNs, traditional routing techniques encounter 

difficulties like dynamic network topologies, high energy 

consumption, and constrained bandwidth. The ability of the Ad 

hoc On-Demand Multipath Distance Vector (AOMDV) protocol 

to create several routes between a source and a destination 

has made it stand out among these protocols.However, we 

have turned our attention to clustering techniques for further 

efficiency gains. 

Clustering (7) involves organizing sensor nodes into groups 

or clusters. Where there may be a designated cluster head 

for each cluster who is in charge of arranging communication 

both inside and between clusters. The integration of clustering 

with routing protocols such as AOMDV presents a promising 

avenue to address the unique challenges of WSNs. By 

leveraging clustering, network resources can be allocated more 

efficiently, reducing overhead and prolonging network lifetime. 

Additionally, clustering facilitates localized data processing and 

aggregation, mitigating the impact of bandwidth constraints, 

and enhancing scalability. The present article discusses the 

synergy between clustering and the AOMDV protocol in WSNs. 

We explore how clustering enhances AOMDV performance by 

reducing routing overhead, improving network scalability, and 

increasing resilience to node failures. 

In this article, we explore these challenges and propose 

innovative solutions to improve the performance and 

sustainability of WSNs. In particular, we focus on optimizing 

routing protocols, which are crucial for efficient communication 
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in these networks, often deployed in hostile environments. This 

Introduction lays the foundations of our research.  Section 

2 analyses the AOMDV routing protocol and the principle 

of clustering routing protocols in detail. Section 3 presents 

related work, while Section 4 describes the implementation 

and simulation of our clustering algorithm under NS2, 

demonstrating its energy efficiency and communication 

reliability improvements. In summary, this work aims to 

significantly improve routing in WSNs by optimizing routing 

protocols and implementing innovative solutions to these 

networks’ technical and engineering challenges.. 

 

2 AOMDV protocol and clustering techniques 

2.1 The AOMDV Routing Protocol 

Adhoc On Demand Multipath Distance Vector or AOMDV 

(3) is a multipath reactive routing protocol. Route maintenance 

and route discovery are its two primary stages. This multipath 

routing protocol establishes several disjoint routes without 

routing loops from source to destination. However, it mainly 

uses the best path in terms of hop count to transfer data. These 

multiple paths can be used for load balancing or to provide 

backup routes in the event of failure of the main route being 

failed. AOMDV ’s (4) primary concept is to compute various 

routes from the traffic source to the destination while avoiding 

the formation of routing loops. At the start of the procedure, the 

source sends the route request message RREQ (Route REQuest) 

to its adjacent nodes. The adjacent nodes receive the RREQ and 

send an RREQ to their adjacent nodes. This process continues 

until the destination node receives the route request (see Figure 

1). 

 

 

Figure 1: Route Discovery Phase . 

 

 

The destination (5) node generates an RREP (Route REPly) 

for each RREQ received. The source node receives several 

RREPs corresponding to the paths discovered. If only one 

RREP is received, i.e., only one route is recognized between 

the source and the destination, then it sends the data packets on 

this route. Otherwise, if several RREPs (6) have been received, 

the source chooses the best route, i.e. the one with the lowest 

hop count. The other routes await the arrival of a RERR packet 

indicating that the main route has been broken. In this case, the 

best route among the alternative routes is selected to retransmit 

the data. If no RREP is received, a new route discovery phase 

is triggered (see Figure 2) 

 

 

 

 

 

Figure 2: RERP packet generation 

 

 

 

2.2 Clusterig technique in WSNs 

The Clustering (7) in networks is a distributed method of 

dealing with problems such as network lifetime and energy. 

These problems can be solved by clustering sensor nodes. A 

cluster head (CH) controls internal communication between 

sensors in the same cluster. Cluster heads can communicate with 

each other to reach the sink. 

 

Figure 3: Clustering procedure in a wireless sensor network. 

 

As we can see in Figure 3 are some important components, 

listed as follows: 

• Cluster member ( normal node ); 

• Cluster head; 

• Gateway node. 

In the wireless network (8), each cluster has a group leader, 

known as the cluster head (CH), who manages inter-cluster and 

intra-cluster communication. One of the main metrics of WSNs 

is the election of cluster heads: 

 

1. large residual energy; 

2. large number of neighbors; 

3. The distance of nodes from the base station. 
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Cluster leader nodes (7) link sensor nodes and the 

base station. The cluster technique in Wireless Sensor 

Networks (WSNs) offers several advantages, it facilitates 

data aggregation, which helps reduce data transmission and 

conserve energy. Additionally, it enhances resource reusability 

and enables the formation of a virtual backbone for inter-cluster 

routing through cluster heads and gateway nodes. The cluster 

(8) structure contributes to a smaller and more stable network, 

ultimately improving network lifetime and minimizing network 

traffic. Furthermore, it supports data aggregation and updates at 

cluster heads while reducing channel contention. 

 

Various clustering (9) routing protocols ely mostly on CH 

selection schemes . CH selection methods include deterministic, 

random, and adaptive approaches. Deterministic schemes 

position CHs at fixed network locations, while random schemes 

select CHs randomly from sensor nodes. Adaptive schemes base 

CH selection on location or battery .Clustering mechanisms (8) 

can be static or dynamic. Static clustering maintains a fixed 

topology throughout the network’s lifetime, leading to quick 

battery depletion in CHs. Dynamic clustering allows topology 

changes over time, promoting energy balance across sensor 

nodes and extending network lifetime. 

 

3 Related Work 

Multipath routing protocols (10) rely on multiple paths for 

packet transmission. One of the best multipath protocols is 

AOMDV. Although the AOMDV protocol has many advantages, 

maintaining multiple alternative paths can reduce the battery 

life of nodes, and may generate more control packets such 

as error, hold and link discovery messages. We begin with a 

state-of-the-art review of existing work in the literature. 

 

The authors in (11) sought to balance the battery use of 

mobile nodes and extend the network lifetime. A new routing 

protocol called EA-AOMDV is presented.The EA-AOMDV 

protocol’s primary goal is to balance nodal energy consumption 

to keep one or more crucial nodes from running out of energy 

and ceasing to be able to communicate with the rest of the 

network.During the path selection phase, the protocol searches 

for each route’s average residual energy and least nodal energy. 

The sum of the average and minimum energy is the parameter 

used to choose the best routes. The outcomes demonstrate 

enhanced network lifetime, overload, end-to-end latency, and 

packet delivery ratio performance. 

 

In (12) the authors propose a multi-path reactive routing 

protocol to save network energy and bandwidth. The optimal 

routes regarding available bandwidth and the least amount of 

leftover energy form the basis of the suggested routing protocol. 

This protocol is incredibly efficient, using less energy and 

losing fewer packets. However, the battery of nodes on these 

channels might quickly run out if you constantly rely on the 

same paths with high bandwidth and low energy. 

 

The authors of (13) , used an optimization algorithm known 

as particle swarm optimization (PSO) to suggest an AOMDV 

routing protocol optimized for energy consumption. To cut 

down on consumption, the system determines the route with the 

best distance. The energy level is highest on the chosen main 

path. Upon receiving a route response packet, an intermediate 

node first determines how much energy is left and adds it to the 

energy field of the response packet. The sender will select the 

path with the greatest average energy value if it receives several 

responses. Simulation results indicate better communication 

throughput, latency, and node lifetime performance. 

 

In (14), The authors suggest utilizing the multipath routing 

protocol AOMDV to increase network longevity and energy 

efficiency. The proposed AOMDV EE protocol uses energy 

thresholds to choose energy-efficient routes from those available 

during protocol implementation. The results show that the 

suggested EE AOMDV protocol is more energy-efficient than 

the AOMDV protocol. The analysis utilizes network lifetime 

and energy usage by changing node speed. 

A multipath routing technique is suggested by the authors 

in (15). When generating numerous disjoint pathways, the 

proposed protocol, known as AOMDV-FF, considers the 

distance between the source and the destination and the residual 

energy of nodes. According to simulation results, AOMDV-FF 

has superior throughput and overhead. 

 

The LEACH protocol is improved by LEACH-VD (22).to 

lower energy usage. Three steps make up the protocol’s 

operation. The initial stage is to create clusters and choose 

cluster heads using the LEACH protocol. The shortest routes 

between each cluster head are then identified. Lastly, the 

shortest pathways are found using the DIJKSTRA algorithm. 

The energy consumption of the DIJKSTRA algorithm, which 

determines the shortest pathways, is one of LEACH-VD’s 

primary disadvantages. 

 

TEEN-V (23).enhances the TEEN protocol to reduce data 

transmission rates. It works in two stages: firstly, running 

the TEEN protocol to establish clusters and designate cluster 

leaders, and secondly, calculating the shortest paths between 

cluster leaders to save energy. However, a notable drawback of 

TEEN-V is the energy consumption associated with the vector 

quantization process. 

 

The authors of (25) uses Dijkstra’s algorithm to optimize 

energy in WSNs. Dijkstra’s algorithm is adapted to minimize 

energy consumption by selecting routes that balance the energy 

load between nodes. This work focuses on how graph-based 

algorithms can improve energy utilization in WSNs, providing 

a promising approach for long-lived, sustainable sensor network 

deployments. 
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4 The proposed protocol 

There are several particular difficulties in creating an effective 

routing system for wireless sensor networks (WSNs)(16). 

Power management is one of the main problems. In a WSN, 

routing is essential, enabling individual nodes to transmit 

data captured from sources to destinations via intermediate 

nodes. Each transmission consumes energy, from data or as a 

relay for other nodes. Consequently, a routing algorithm must 

incorporate energy management mechanisms to minimize node 

consumption and extend the network lifetime.Furthermore, an 

effective routing system needs to consider the unique properties 

of sensors, such as energy resource limitations and hardware 

constraints. developing routing strategies that adapt to these 

constraints is crucial to meet application requirements and 

optimize network performance. 

 

This section describes the simulation and implementation 

of our clustering algorithm in WSNs using NS2. We explain 

the steps and tools adopted to implement and evaluate our 

approach, which aims to optimize energy consumption and 

increase network lifetime. In our solution, proposed Sensor 

networks comprise sensors. During simulations, sensors 

rapidly exhaust energy. Sensors are randomly distributed over 

a 1000 m x 1000 m area. The base station is situated at the 

central location of the network. The network’s sensors are 

also uniform. Moreover, the sensors have a data to send to the 

base station using a communication file with a simple energy 

model. The protocol consists of two main stages(see Figure 4): 

configuration and communication. 

multiple times over the network’s lifetime. 

- A distributed communication step between the base station 

and the network sensors. 

 

In the first stage, the BS divides the network into 

clusters using the Euclidean distance between sensors. This 

division is based on an adaptive and dynamic algorithm, 

enabling efficient allocation of network resources.The second 

stage, communication, establishes communications between the 

network’s sensors and the base station, based on the clusters 

formed in the first stage. This hybrid approach aims to optimize 

energy utilization while ensuring efficient network coverage by 

all nodes. In the following sections, we will detail each step of 

the algorithm and explain in detail how it works. 

 

4.1 Configuration stage 

The configuration stage is carried out in offline mode before 

communication.. In this stage, the base station divides the 

network into several clusters according to 4 phases: from 

neighbor detection to the assignment of member nodes to their 

group leader (CH). 

 

4.1.1 Neighbor discovery phase 

In this phase, nodes broadcast a HELLO message to discover 

adjacent nodes in a single hop. The result of this phase is to 

generate an adjacency table for each node. The aim of this step 

is to generate the 1-hop neighbors from which the RREQ packet 

will be broadcast. Once all nodes generate their neighbor table 

the configuration step starts to generate the cluster heads. 

 

4.1.2 Distance matrix creation phase 

In this phase, the base station creates a distance matrix 

between nodes based on Euclidean distance. We can represent 

the Euclidean distance matrix D as an m ×m matrix where the 

element Di j represents the distance between node i and node j. 

Thus : 

 
d(p1, p1) d(p1, p2) · · · d(p1, pm) 
d(p2, p1) d(p2, p2) · · · d(p2, pm)  

 
Figure 4: Proposed protocol architecture 

D = 
. d . 

. . . .  

 

Enhancing energy conservation, a crucial factor in prolonging 

the life of a sensor network, is the goal of our solution. Clusters 

(pm, p1)  d(pm, p2) · · · d(pm, pm) 

where each element of the matrix is calculated as follows : 
 

 

are formed and their cluster leaders are chosen using a hybrid 

approach. formation of clusters using a novel centralized 

algorithm.  Based on the distances between sensors and a 

Di j = d(pi, p j) = 
n 

∑( 
k=1 

pik − p jk)2 

predetermined threshold, our algorithm clusters the closest 

sensors. 

 

There are two primary steps in our algorithm: 

- A centralized network configuration stage, which is repeated 

4.1.3 CH selection and Member assignemet 

In this phase, the base station selects the group leaders based 

on the distance matrix and the distance threshold K according to 

our CH selection algorithm.The distance threshold K is a value 

s 
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used to determine whether a node can be selected as a group 

leader. This value represents the minimum distance between 

two clusters, and our algorithm generates a list of cluster heads 

whose distance between each two cluster heads must exceed or 

equal the value of K. 

The following algorithm represents the CH selection 

technique 

 

Algorithm 1 Node clustering  

Determine the distance matrix’s maximum value. 

Store the distance matrix’s greatest value’s indices i and j. 

Initialize CHlist with i and j {First cluster heads} 

for Each node in the network do 

boolean isClusterHead ← true 

for each cluster head in CH do 

if distance between node and cluster head ≤ K then 

isClusterHead ← false 

break 

end if 

end for 

if isClusterHead then 

Add node to CH list as new cluster head 

end if 

end for 

for each node from 0 to n do 

Find the nearest head cluster using the distance matrix 

Assign element to clustet head 

end for  

 

Now that we have all the CHs, nodes will be assigned to their 

nearest cluster based on Euclidean distance. A configuration 

message containing the node identification and its cluster will 

be sent. 

 

4.1.4 Configuration Broadcast phase 

The broadcasting of a configuration message with the 

sensors’ identity completes the configuration process. Each 

sensor only keeps the data it needs due to issues with 

sensor memory limitations. Each sensor retains only the 

data pertaining to the cluster in which it is situated. The 

cluster head keeps the list of nearby cluster heads. During 

the communication step, each cluster head takes charge of 

communication between the clusters. 

 

4.2 Communication stage 

Two layers of communication exist in a WSN: inter-cluster 

communication between cluster heads and the base station and 

intra-cluster communication between clustrer members and 

cluster leaders. At this point, nodes in a cluster exchange 

information with their cluster leader to send data to the base 

station. The cluster manager (CH) manages communication 

between the clusters and relays data between them every time 

period. The base station re-evaluates sensor status, such as 

power consumption. If the CH is destroyed, we call this a 

reconfiguration phase.Algorithm 2 presents the reconfiguration 

technique 

 

 

Figure 5: Clustered communication architecture for a sensor 

network 

 

Algorithm 2 Cluster reconfiguration  

TH = Threshold for rejected clusters (minuscules) 5% 

X = Percentage of living cluster members 

for each CH in CHlist do 

if EnergyCH ≤ TH & X ≥ 50% then 

Identify the node with the highest energy. 

Designate this node as the new cluster leader. 

Update cluster assignments accordingly. 

end if 

if EnergyCH ≤ TH & X ≤ 50% then 

Eiminating dead nodes 

Repeat configuration phase 

end if 

end for 

 

This procedure identifies the node with the highest energy 



IJCA, Vol. 32, No. 1, March 2025 48 
 

ISCA Copyright© 2025 

within the low-energy CH cluster and designates it as the 

new cluster leader. It then updates the cluster assignments 

accordingly. 

 

5 Results and Interpretation 

 

This section presents the results of simulations performed 

on the AOMDV protocol without our approach, and with 

our approach on WSNs. We begin by defining the various 

simulation parameters, followed by an interpretation and 

discussion of the results obtained. 

 

5.1 Simulation parameters 

Wireless sensor networks count 140 sensors. The sensors 

are randomly distributed over 1000 × 1000 meters, with the 

base station in the center. All sensors are homogeneous, 

monitoring the environment and continuously sending data to 

the base station. Data processing power is neglected, excepte 

for data aggregation at thecluster-head level. The simulation 

environment is NS2.35. The AOMDV routing protocol uses 

four main functions: recvReq, recvRep, sendReq, and sendRep. 

It should be noted that the sendReq function consumes twice 

as much energy as the other functions. Simulations were 

carried out in the NS2 simulator. They were run on a test set 

comprising a sample of 140 randomly generated sensors. The 

basic parameters of the simulations are shown in the following 

table: 

 
Parameters Value 

Catchment area 1000 × 1000 

BS Position 500 × 500 

Number of sensors 140 

Number of communication 30 

Packet size 512 bits 

simulation time 180s 

Threshold K 150, 200, 250, 300 

Pause Time s 30, 90,120, 180 

Initial energy 2500 (µJ) 

Threshold for rejected clusters 5% 

E elec 50 nJ/bit 

E amp 1 pJ/bit/m2 

RREQ size 240 bits 

RREP size 240 bits 

SEND REQ size 400 bits 

END REP size 400 bits 

Collecting radius 20.0 m 

Table 1: simulation parameters 

 

5.2 Network performance 

Metrics are routing protocol test parameters that allow us 

to measure the performance of a routing protocol, from which 

comparisons between protocols can be made. In our study, we 

considered the following metrics: 

 

5.2.1 Packet delivery ratio 

This parameter (17) represents the percentage of packets 

delivered to their destinations in relation to the number of 

packets sent into the network. 

 

5.2.2 Average data packet latency 

This is the average time required successfully deliver data 

packets from source to destination, including latency in 

including latency in queues, buffer storage time (18) 

 

5.2.3 Dropped packets 

This is the number of packets ignored or dropped by the CSF 

(18) . 

 

5.2.4 The network lifetime : 

is defined (19) as the time elapsed until all cluster heads (CH) 

have died. If tdeath CH is the death time of the last cluster 

leader, then the network lifetime Tli f e is given by: 

Tli f e = tdeath CH 

where tdeath CH is measured in seconds (s). 
 

 

5.2.5 Energy consumption 

In the AOMDV protocol used WSNs, the energy consumption 

for different operations such as route request (RREQ), route 

response (RREP), request sending and response sending can be 

estimated as a function of various factors such as the energy 

consumption characteristics of sensor nodes and the length of 

messages sent (20). 

To provide a detailed response, we need to consider : 

1. Energy model:Commonly used models include the first- 

order radio model and the two-beam ground model. For 

simplicity, let’s assume the first-order radio model first- 

order(21); 

2. Message size:The size of RREQ, RREP and data messages 

(send request/send response) in bytes.; 

3. Transmission and reception energy: Transmission energy 

(Etx) and reception energy (Erx) can be calculated using 

the following formulas (21): 

Etx(k, d) = Eelec ×k + Eamp ×k ×d2 

 

Erx(k) = Eelec ×k 

where Eelec is the power consumption per bit to operate 

the transmitter or receiver circuit, Eamp is the power 

consumption per bit per square meter for the transmission 

amplifier, k is the message size in bits, and d is the distance 

between transmitter and receiver (pickup radius) . 
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4. Route request (RREQ) 

Transmission energy for RREQ (Etx,RREQ) : 

 

Etx,RREQ = Eelec ×k + Eamp ×k ×d2 

 

Receiving energy for RREQ (Erx,RREQ) : 

 

Erx,RREQ = Eelec ×k 

 

5. Route response (RREP) 

Transmission energy for RREP (Etx,RREP) : 

 

Etx,RREP = Eelec ×k + Eamp ×k ×d2 

 

Receiving energy for RREP (Erx,RREP) : 

 

Erx,RREP = Eelec ×k 

 

6. Send request (SENDREQ) 

Transmission energy for SENDREQ (Etx,SENDREQ) : 

 

Etx,SENDREQ = Eelec ×k + Eamp ×k ×d2 

 

Receiving energy for SENDREQ (Erx,SENDREQ) : 

 

Erx,SENDREQ = Eelec ×k 

 

7. Sending response (SENDREP) 

Transmission energy for SENDREP (Etx,SENDREP) : 

 

Etx,SENDREP = Eelec ×k + Eamp ×k ×d2 

 

Receiving energy for SENDREP (Erx,SENDREP) : 

 

Erx,SENDREP = Eelec ×k 

 

These formulas are used to calculate the energy consumption for 

transmission and reception operations in the AOMDV protocol, 

taking into account message size and transmission distance. 

 

5.3 Influence of distance threshold (K) 

In this section, we examine the impact of distance thresholds 

on several key metrics in wireless sensor networks. The 

distance threshold is crucial in many clustering and routing 

protocols, determining the communication range between nodes 

and clusters formed. We focus in particular on its influence 

on energy and sensor lifetime, and on performance metrics 

such as Packet Delivery Ratio, number of lost packets, and 

delay in data transmission. Understanding how the choice 

of distance threshold affects these metrics is essential for 

designing sensor networks and optimizing their performance in 

various application scenarios. We explore these relationships 

empirically through simulation experiments, offering valuable 

insights for optimizing wireless sensor networks. 

5.3.1 Influence of (K) on Formed Clusters 

One of the crucial aspects of wireless sensor network 

optimization is how the distance threshold (K) influences 

cluster formation. Indeed, K plays a decisive role in the 

delimitation of clusters and how sensors group according to 

their spatial proximity. When K is higher, this implies that 

the communication range between nodes is greater, which 

can lead to larger clusters and a reduction in the total 

number of clusters formed. On the other hand, a lower 

distance threshold will favor the formation of smaller and 

more numerous clusters, as only nodes that are very close 

to each other will be grouped together in the same cluster. 

Thus, understanding the impact of K on cluster formation is 

essential for designing network architectures tailored to specific 

application requirements, and for maximizing communication 

efficiency and energy management in wireless sensor networks. 

From the graph, we can see that as the threshold decreases, the 

umber of clusters formed increases. Next, we’ll examine how 

the threshold can influence energy and other metrics(see figure 

6) 

 

 

Figure 6: Influence of (K) on Formed Clusters 

 

From the graph, we can see that as the threshold decreases, 

the number of clusters formed increases. Figures 7, 8 and 9 

show clustered data with cluster heads and connections with 

K=100, 200 and 300, respectively. 

Next, we’ll look at how the threshold can influence energy and 

other metrics. 

 

5.3.2 Influence of (K) on the metrics 

• Energy consumed : we’ll examine how the parameter 

K influences the energy consumed by the sensors over 

a 90- second period, as illustrated in figure 10,When 

K is reduced, more clusters are added, resulting in 

higher energy consumption. This is because more 

communication occure between the nodes, requiring higher 

energy consumption. We note that our approach has 

improved, as there is a big difference between using 

clustering and not. In particular, the total energy consumed 
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Figure 7: clustering with k = 100 

 

 

 

Figure 8: clustering with k = 200 

 

by the sensors is significantly affected by the variation in 

K. 

• PDR and Dropped packets:This section will examine 

how the threshold influences packet delivery rate (PDR) 

and packet loss. PDR is a key measure of network 

performance, representing the percentage of correctly 

received packets relative to the total number of packets sent 

(see figure 11,12) 

As we can see, the importance of the threshold 

parameter, noted k, in the quality of our network is 

undeniable. Indeed, an increase in k leads to an increase 

in the number of clusters formed, which intensifies 

communication between nodes and can influence the 

number of packets dropped. To illustrate this point, let’s 

consider the following three cases: 

– For k = 300, we observe 4499 dropped packets.; 

– For k = 150, this number rises to 5208 dropped 

Figure 9: clustering with k = 300 

 

 

Figure 10: Energy consumed at time 90 seconds per threshold 

 

packets; 

It’s therefore clear that DROPED150 ¿ DROPED300, 

which corresponds to 300 ¿ 150. However, the Packet 

Delivery Ratio (PDR) can also vary as a function of k. For 

example, AOMDV without clustering, the PDR is 43%, 

while with a threshold of k = 150, it can increase to 49%. 

This underlines the crucial importance of choosing our 

threshold wisely to optimize network quality, as measured 

by PDR. An inappropriate threshold can degrade network 

performance by affecting latency, reliability and overall 

communication efficiency. Therefore, it is crucial to carry 

out in-depth analysis and rigorous testing to determine the 

optimum threshold that will guarantee a perfect balance 

between the number of clusters and the communication 

load, thus maximizing the performance and quality of our 

network. 

• delay: In figure 13 , We observed that the addition of 

our contribution increased the delay. For example, when 

we take the delay for k = 150, it is 8.7ms, whereas 

without clustering, it is 3.8ms. These two values are 

not significantly different. This relates to the fact that 

sometimes the packets from a node are very far from the 
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Figure 11: PDR versus pause time 

 

 

Figure 12: Ignored or dropped packets versus pause time 

 

base station. As the AOMDV algorithm uses the shortest 

distance without clustering, we notice that packets are 

delivered quickly, but energy is not considered. However, 

in our approach, delivery may take a little longer, but with 

lower energy consumption. It is, therefore, essential to 

note that the threshold impacts the lead time. A judicious 

choice of threshold can help balance delay and energy 

consumption, thus optimizing our network performance. 

 

 

Figure 13: End to End delay versus pause time 

 

 

5.4 Comparison between Our Approach and AOMDV: 

we’ll look at how our approach improved total sensor energy 

consumption and network lifetime. Optimizing the energy 

consumed by the sensors is a critical criterion for extending the 

lifetime of the sensors. For this comparison, we are interested 

in energy consumption per second throughout the 180-second 

simulation. 

 

 

 

 

Figure 14: AOMDV VS AOMDV-cluster k = 250 

 

 

From the figure 14, it’s clear that the power consumption of 

the standard AOMDV quickly reaches a high level. In contrast, 

our approach shows a more moderate energy consumption and 

a slower increase. This demonstrates that our method is more 

efficient in terms of energy management, thus extending the 

life of the sensors. As a result, it is clear that our approach 

has improved the total energy consumption of the sensors, 

automatically leading to an increase in network 

The notion of a wireless sensor network’s lifetime has several 

definitions, In our study, we have chosen to define network 

lifetime in terms of the number of dead sensors at the end of 

the simulation. Figure 15 illustrates our approach compared 

with the normal AOMDV protocol, showing the number of dead 

sensors as a function of time (in seconds). 

 

 

 

 

 

Figure 15: Comparison of the number of dead sensors between 

our optimized approach and the normal AOMDV 

protocol as a function of time. 
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5.5 Comparison with the MCL-BCRP approach: 

In this section, we examine a comparison between our 

approach and that presented in (24). The latter uses the MCL- 

BCRP (Markov Cluster algorithm - Base Station Controlled 

Relay Protocol) algorithm for cluster formation, combining 

the MCL algorithm for this task with a new strategy for 

selecting sensor nodes acting as Cluster-Heads (CH), based 

on their location and residual energy level. In addition, the 

study in (24) compares the MCL-BCRP protocol with several 

other protocols commonly used for Wireless Sensor Networks 

(WSNs), including LEACH, TEEN and PEGASIS. 

 

5.5.1 Comparison metrics 

In this comparative analysis, we considered the following 

metrics: 

 

• The number of clusters formed. 

• The number of dead clusters at the end of the simulation. 

 

This approach enables us to better assess the performance of 

our proposal by comparing it with that of an existing protocol 

such as MCL-BCRP, using objective and meaningful metrics for 

wireless sensor networks. 

 

5.5.2 Simulation parameters 

For this comparison, the simulation parameters used are as 

follows: 

 
Parameters Value 

Catchment area 1000 × 1000 

BS position 500 × 500 

Number of sensors 100 

Initial energy 0.5J 

Threshold K 100 

Radius of capture 20 

Electrical energy(Eelec) 50 × 10−8 J/bit 

Amplification energy(Eamp) 1.3 × 10−12 J/bit/m2 

Table 2: Simulation parameters 

 

5.5.3 Results obtained 

We obtained the following results for our approach (AOMDV- 

CLUSTER) compared to the MCL-BCRP (24) approach: 

 
Protocol MCL-BCRP AOMDV-CLUSTER 

Clusters formed 31 12 

Dead clusters 14 3 

Energy consumed 0,5 J 0,442284 J 

Clusters alive at end 55% 75% 

Table 3: Comparison results 

5.5.4 Comparison 

Our results show that our approach (AOMDV-CLUSTER) 

formed fewer clusters than the MCL-BCRP approach, but with 

significantly fewer inactive clusters at the end of the simulation. 

Furthermore, although our approach consumed slightly less 

energy than MCL-BCRP, it managed to maintain a higher 

percentage of active clusters until the end of the simulation, 

indicating greater efficiency in the use of network resources. 

 

6 Conclusion 

The reactive AOMDV protocol is efficient and can reduce 

end-to-end delays, packet loss and increase the rate of successful 

packet delivery. However, it still suffers from high power 

consumption due to its flat architecture. This paper uses a 

preventive approach based on node clustering to reduce energy 

consumption and increase network lifetime. The proposed 

AOMDV-clus protocol clusters the network into groups and 

selects a group leader from each cluster using a new technique. 

This division allows us to reduce network overload and 

consequently reduce the number of packets processed by each 

sensor, thereby increasing the lifetime of a sensor. Our work’s 

simulation results revealed our algorithm’s effectiveness in 

reducing energy consumption and improving the lifetime of 

WSNs.. More specifically, we observed a significant reduction 

in energy consumption and an increase in packet delivery rate 

compared with existing approaches. Indeed, an appropriate 

distance threshold enables optimal cluster size, minimizing 

redundant communications and energy consumption. In 

conclusion, our clustering algorithm proves to be an effective 

solution for energy management and performance optimization 

in WSNs. Implementing this approach in NS2 validates the 

efficiency of our algorithm and highlights its advantages over 

other existing approaches. Simulation results show a reduced 

number of dead nodes, a reduction in network overload and 

energy consumption, anda higher level of performance. and 

energy consumption, and an improved packet delivery success 

rate. 

 

7 Limits and future work 

Sensors used in WSNs often have limited capabilities in terms 

of energy storage and management. We could not cover the 

impact of other types of energy harvesting technologies (such 

as solar or kinetic powered sensors). 

The protocols used for WSNs (e.g., ZigBee, LoRa, NB- 

IoT) play a key role in energy management. Since the work 

focuses on the AOMDV protocol, we may not address the 

energy implications related to other types of protocols. The 

energy consumption related to data transmission is a key factor 

that can be influenced by the choice of protocol. 

In energy management of sensor networks, security of data 

and communications is essential. The work does not consider 

security issues related to energy management (e.g., denial of 
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service attacks affecting sensors), this can be a significant 

limitation. 

For future work in energy management of sensor networks, 

here are some improvements that could be considered to further 

this topic: 

• Integration of AI and ML technologies for more intelligent 

and adaptive optimization solutions. 

• Optimization of communication between sensors 

• Analysis of the impact of varied environments innovative 

approaches to ensure that energy management systems 

meet security standards while minimizing the risks of 

attack 
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Abstract 

 

Data analytics play an important role in 

promoting effective decision-making by providing 

valuable insights from data-based analysis. The use 

of tools such as quality function deployment (QFD) 

could further simplify this process by translating 

customer requirements into specific technical 

requirements, aligning business strategies with 

customer requirements, and facilitating informed 

decision-making with data, especially in complex 

manufacturing systems. In this paper, the proposed 

model is based on the use of QFD in a way that 

helps to improve decision-making and provide the 

ability to describe strategic priorities and express 

requirements. In this context, we propose 

developing an application that identifies the 

organization’s requirements starting with the 

strategy definition to the deployment of the 

maintenance improvement actions by implementing 

a house of quality (HoQ) model. In the building of 

our application, we take into account the use of 

advanced programming languages through several 

phases. Initially, the appropriate proposed model is 

implemented by mapping the identification of the 

enterprise’s requirements and then addressing an 

electronic survey to manage the requirements. The 

second phase involves the establishment of 

evaluation criteria and weights based on the results 

of the QFD. Weights analysis leads to decision-

making, and a multi-attribute decision-making 

(MADM) process is implemented to ascertain the 

most optimal concept. Ultimately, the MADM 

process yields a ranking of the alternatives and 

determines the optimal option for the subsequent 

phase of the enhancement program that contributes 

to the continued existence and effectiveness of 

small manufacturing systems institutions in terms 

of their ability to adapt to market conditions. 

Keywords: data analytics; information 

technology; house of quality; software; 

manufacturing 

 

1 Introduction 

The ongoing existence and continuation of small 

manufacturing systems enterprises depend on their 

capacity to adapt to market conditions, including 

supply, demand, technical advancements, and 

competition; this is especially true for companies 

involved in mechanical subcontracting. In this 

scenario, the company’s primary reliance is on the 

consumer, and its success is contingent upon the 

customer’s selection of products or services [1]. 

The organization must design strategies and 

protocols to regulate consumer inquiries, 

manufacturing operations, and the pursuit of 

customer satisfaction [2]. Additionally, it should 

focus on information technology, data 

management, and analysis, the most immediate 

avenues for progress [3]. Subsequently, a computer 

application is developed that utilizes a model 

employed by HoQ for requirement analysis and data 

analysis. This application generates results and 

recommendations about the product or service, 

facilitating informed decision-making and 

enhancing quality improvement. This is 

accomplished through the process of extrapolating 

customer data by identifying customer preferences 

and choices and then conducting experiments using 

this data on the proposed model within a 

manufacturing organization as anticipated data and 

decisions. HoQ, chosen as a paradigm for decision-

making, utilized modified software to fulfill the 

specific requirements of HoQ and analyze the data 

derived from the resolution. In this research, the aim 

was to reach an enhanced decision by integrating 

HoQ with the data analytics. It is important to 

acknowledge that the application may not be 

suitable for big manufacturing firms due to the 

intricate nature of their components and operations, 

as well as the challenge of incorporating human 

behavior into automated processes within 

manufacturing organizations [4]. 
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2 Related Work 

2.1.  QFD 

QFD is a helpful decision-making technique and 

systematic tool that translates customer desires into 

specific design requirements utilized in diverse 

sectors to enhance customer satisfaction and 

product quality [5]. Research has shown that QFD 

can enhance e-banking operations by pinpointing 

crucial quality elements and conducting sensitivity 

analysis [6]. In maritime shipping, QFD reevaluates 

and rearranges the criteria for port selection; this 

reflects the incorporation of shipping lines into 

worldwide supply chains and the evolving 

dynamics of factors influencing port selection [7]. 

In lean manufacturing, using fuzzy QFD and failure 

mode and effects analysis (FMEA) helps to 

prioritize important resources and identify risks 

related to implementing lean tools; this leads to 

better resource allocation and waste reduction in 

manufacturing processes [9]. These studies 

demonstrate the wide range of applications and the 

usefulness of QFD in assisting decision-making 

processes in various operational environments. 

Historically, Yoji Akao developed QFD in Japan in 

1966, and companies such as Mitsubishi Heavy 

Industries and Toyota Motor Company Ltd. later 

adopted it [8]. The method spread to the United 

States in 1983, with companies such as Xerox and 

Ford among the first to implement it and showcase 

its global impact and adoption across industries [10, 

11]. QFD enables businesses, including those in the 

tourism industry, to align their capabilities with 

customer demands, improving service quality and 

increasing customer satisfaction. Companies can 

enhance their products or services by prioritizing 

customer requirements and implementing technical 

responses based on QFD analyses to better meet 

customer expectations and drive business success 

[12].  

 

2.2. HoQ 

HoQ is a systematic approach used to convert 

customer requirements (customer requirements) 

into suitable technical specifications for every 

phase of product development and manufacturing 

[13]. It is a part of the quality function deployment 

(QFD) process and drives the development process 

of a product or service. HoQ has six phases: 

customer requirements (whats), technical 

requirements (whats), relationship matrix (ROOF), 

correlation matrix, weights, and benchmarks [14]. 

Manipulating data according to these phases tends 

to identify real customer requirements and assist in 

making informed good decisions about the case, 

mapping at the same time the competitors’ 

benchmarking comparisons [15]. 

 

2.3. Data Analytics 

Data analytics involves examining large datasets 

to uncover hidden patterns, correlations, and 

insights. In manufacturing systems, data analytics 

are crucial for understanding customer 

requirements, improving decision-making 

processes, and optimizing production to meet those 

requirements effectively [16]. Therefore, analyzing 

customer feedback and purchasing patterns helps 

manufacturers to understand the most desired 

products or features. Data analytics can predict gaps 

and failures before they occur, minimizing 

downtime and saving costs even in supply chain 

control and optimization. Data analytics summarize 

historical data to understand what has happened, 

investigate the reasons behind past outcomes, use 

statistical models and machine learning techniques 

to predict future outcomes, and suggest actions to 

achieve desired outcomes, often using optimization 

and simulation techniques [12, 13]. More 

accurately, The paper predict demands to improve 

data analytics. Real-time monitoring helps better 

resource allocation, and tailoring products and 

services to individual customer preferences 

increases satisfaction and loyalty. Therefore, 

linking data analytics to QFD-based decision-

making translates customer requirements into 

technical characteristics for a product, which 

enhances QFD data collection and analysis of 

customer feedback to ensure that the product 

features align with customer desires; this leads to 

understanding competitors’ strengths and 

weaknesses to position the product effectively [17]. 

 

2.4. Manufacturing Systems 

Two great approaches can be distinguished 

when redesigning manufacturing systems. First, the 

reengineering of manufacturing systems concerns 

the business process reengineering (BPR) 

philosophy. Second, the manufacturing systems’ 

continuous improvement (CI) is related to the total 

quality management (TQM) philosophy. Therefore, 

the manufacturing systems field presents various 

decision-support models to facilitate the 

implementation of progressively higher levels of 

improvement. Researchers use some of the 

technology models, such as the algorithm for 

inventive problem-solving (ARIZ) combined with 

supervised machine learning [1], model-based 
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systems engineering (MBSE) for designing flexible 

systems [2], semantic models for knowledge bases 

and analytical parts [3], and modeling and 

simulation for suggestions on how to improve 

performance [4]. 

Additionally, researchers have investigated 

constructing a decision support system with 

numerous attributes to forecast and quantify the risk 

of failures in complex manufacturing settings, 

identify workstations prone to failure, and support 

proactive failure avoidance [5]. By incorporating 

these methodologies, manufacturing systems can 

reap the benefits of data-driven decision-making 

processes, allowing them to achieve continuous 

improvement and operational excellence without 

sacrificing quality. As a result, quality function 

deployment (QFD) is an appropriate platform that 

guarantees the communication and transfer of 

information between the strategic, operational, and 

technical levels [18]. 

 

3 Utilizing the HoQ 

In today’s competitive landscape, businesses 

face relentless pressure to align their products and 

services with customer expectations. Analytical 

tools are vital in bridging the gap between customer 

requirements and product features. Among these 

tools, HoQ stands out as a key component of QFD 

[19]. HoQ provides a structured methodology for 

translating customer requirements into precise 

engineering specifications, ensuring organizations 

can effectively respond to market demands. This 

paper explores how analytical analysis using the 

HoQ framework aids organizations in making 

informed decisions that optimize product 

development and improve customer satisfaction 

[14]. HoQ operates as a matrix-based tool 

encompassing several critical components, each 

contributing to a comprehensive understanding of 

customer requirements. Firstly, it captures customer 

requirements (CRs), which detail “what” customers 

desire. Secondly, it defines technical requirements 

(TRs) that outline “how” an organization plans to 

fulfill these requirements [20]. The relationship 

matrix maps the strength of the connection between 

CRs and TRs, allowing teams to visualize the 

interplay between customer expectations and 

technical capabilities. 

Additionally, HoQ incorporates competitive 

benchmarking, which compares product 

performance against that of competitors, fostering 

an understanding of market positioning. Finally, the 

prioritization component identifies critical areas for 

improvement based on both customer importance 

and technical feasibility, guiding focused efforts to 

enhance product offerings [21]. Analytical analysis 

significantly enhances the effectiveness of the HoQ 

framework [22]. It begins with a customer-centric 

focus, emphasizing the need to gain insights into 

customer requirements through surveys, interviews, 

and thorough market analysis. Techniques like 

statistical sampling or clustering can identify 

patterns, thereby prioritizing the most critical 

requirements [23]. 

Furthermore, analysts can use the relationship 

matrix to evaluate the correlations between 

customer requirements and technical features. 

Analytical tools, including correlation coefficients 

and regression analysis, identify conflicts or 

synergies essential for guiding design teams in 

making optimal trade-offs. Moreover, the 

competitive analysis facilitated by HoQ provides 

valuable insights into the strengths and weaknesses 

of competitors. Analytical techniques such as 

SWOT analysis or market positioning maps help to 

visualize potential opportunities for differentiation 

in the marketplace [24]. HoQ also assists in 

optimizing resource allocation, as weighted scores 

derived from the framework allow decision-makers 

to distribute resources effectively. Techniques such 

as linear programming or decision matrices can 

refine priorities, ensuring a balance of cost, time, 

and quality in product development [25]. 

Furthermore, HoQ facilitates scenario analysis 

by modeling the impacts of changes in design 

parameters. Organizations can predict outcomes 

using sensitivity analysis or simulation tools and 

proactively adjust their strategies to align with 

evolving customer expectations. By incorporating 

these analytical methodologies, the HoQ 

framework empowers businesses to streamline their 

product development processes, ultimately 

enhancing customer satisfaction and fostering long-

term success in the competitive marketplace [26]. 

 

4 Analytical Analysis with HoQ Framework 

The HoQ framework emphasizes a customer-

centric approach, which is vital for aligning product 

development with what customers truly need [23]. 

Organizations can better understand customer 

desires by using various methods like surveys, 

interviews, and market analyses. Analytical 
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techniques, such as statistical sampling and 

clustering, play a key role in identifying patterns 

and prioritizing these requirements, ensuring that 

the most important customer requirements are 

effectively addressed during the product 

development process [22–23]. Moreover, HoQ 

helps to identify correlations and conflicts between 

customer requirements and technical features. The 

relationship matrix within HoQ allows analysts to 

assess the strength of these correlations, while tools 

like correlation coefficients and regression analysis 

help to uncover potential conflicts or synergies [23]. 

This insight is crucial for design teams, guiding 

them in making informed design decisions and 

optimizing trade-offs. Competitive analysis is 

another essential aspect of the HoQ framework. By 

utilizing benchmarking data, organizations can gain 

valuable insights into their competitors’ strengths 

and weaknesses [22]. Analytical methods like 

SWOT analysis or market positioning maps 

effectively illustrate opportunities for market 

differentiation [23]. This analysis helps 

organizations pinpoint strategic advantages that can 

enhance their product offerings and market 

presence. Additionally, the HoQ framework aids in 

optimizing resource allocation [27]. Weighted 

scores from various HoQ components allow 

decision-makers to allocate resources more 

efficiently [24]. Techniques such as linear 

programming or decision matrices can help refine 

priorities, ensuring a balanced approach to cost, 

time, and quality in product development efforts. 

This strategic allocation of resources is crucial for 

achieving operational efficiency. Furthermore, the 

HoQ framework aids in scenario analysis by 

simulating the effects of changes in design 

parameters. By employing tools like sensitivity 

analysis or simulation, organizations can predict 

outcomes across various scenarios, allowing them 

to make proactive adjustments to meet changing 

customer expectations. This ability is especially 

crucial in fast-paced business environments where 

customer requirements and technological 

advancements can change quickly [28]. 

 

5 Benefits of Analytical Analysis Using the 

HoQ 

The advantages of using analytical analysis 

through the HoQ framework are substantial. A key 

benefit is the alignment with customer expectations, 

as systematically connecting customer 

requirements with technical specifications ensures 

this alignment throughout the development process 

[29]. Additionally, employing analytical methods 

enhances data-driven decision-making, which 

improves the accuracy and reliability of decisions 

based on quantitative insights. Identifying critical 

features early on not only minimizes the chances of 

redesigns but also speeds up the product’s time-to-

market, helping organizations stay competitive 

[30]. Furthermore, by understanding market trends 

and competitor performance, organizations can 

drive innovation and differentiation, thereby 

strengthening their competitive edge [22]. By 

utilizing the insights gained from analytical 

analysis, companies can strategically position 

themselves in the marketplace [31]. 

 

6 Challenges and Limitations 

While the HoQ framework offers many 

advantages, there are also challenges to consider 

when implementing it [30]. One major issue is the 

complexity that arises in large-scale applications; 

using HoQ for intricate products often demands 

advanced tools and specialized knowledge. 

Moreover, the process of assigning weightings and 

evaluating relationships can be subjective, which 

may introduce bias into the analysis unless strong 

analytical validation methods are in place [32]. It is 

also crucial to recognize that the ever-changing 

market conditions can limit the effectiveness of the 

static matrices typically used in HoQ. Rapid shifts 

in customer preferences and technological progress 

might not be adequately reflected in these static 

matrices, highlighting the need for continuous 

updates and adjustments to the analysis. Tackling 

these challenges is vital for ensuring the HoQ 

framework is effective in practical applications 

[33]. 

 

7 Methods 

This paper took a mixed-methods approach, 

combining both quantitative and qualitative data 

analysis to create a software application called 

QFDSys, aimed at enhancing decision-making 

processes in small and medium-sized enterprises 

(SMEs). The methodology was grounded in the 

quality function deployment (QFD) framework and 

the house of quality (HoQ) model. 

For data collection and requirements, the paper 

collecting data through an electronic survey sent out 

to the maintenance staff of a prominent 

manufacturing company. This survey, which 
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included 82 questions, zeroed in on the key enablers 

and outcomes of an effective maintenance model. 

Over the course of two months, fifty-six valid 

responses were gathered. This quantitative data laid 

the groundwork for understanding customer 

requirements and preferences regarding 

maintenance processes. 

To Implement the HoQ Model, the collected 

survey data was then analyzed using the HoQ 

framework implemented within the QFDSys 

application. This involved several key steps: 

• Mapping customer requirements (whats): The 

first step involved determining and ranking the 

requirements and wants of the customers, or 

what they required from the maintenance 

services.   To figure out the most important 

elements, the survey responses were 

categorized and weighted. 

 

• Defining technical requirements (hows): The 

next step translated these customer 

requirements into technical requirements 

(TRs) by the means of how the company could 

fulfill these requirements through its 

operational processes. 

 

• Creating relationships matrix: The relationship 

between CRs and TRs was established, 

quantifying the strength of the connection 

between customer desires and technical 

capabilities. 

 

• Formulating competitive benchmarks:  To 

compare the company's products with those of 

its rivals, competitive benchmarking data was 

included to the HoQ matrix.  This made it 

possible to identify prospective benefits and 

drawbacks. 

• Allocation of resources: Critical areas for 

improvement were determined using the 

HoQ's weighted scores, and resources were 

effectively distributed to meet the most 

pressing requirements. 

The data from the HoQ matrix was analyzed 

using the QFDSys software application, which was 

created in a Microsoft Studio environment utilizing 

sophisticated programming languages. A cascaded 

approach of converting high-level customer wants 

into specific technical requirements was made 

possible by this program, which made it easier to 

create many QFD matrices. Tools for data 

administration, analysis, and tracking the impact of 

enhancements on system performance were also 

included in the program. 

To validate and determine how well the model 

aligned customer requirements with technical 

standards, the QFDSys findings were examined and 

analyzed. The paper also addresses difficulties in 

applying the HoQ methodology to larger businesses 

or taking into account changing market conditions, 

as well as the methodology's drawbacks, such as 

subjective weighting and the possibility of bias. 

Future research will focus on enhancing the 

QFDSys application, integrating it with other 

methodologies (Lean, Six Sigma, Agile), 

incorporating advancements in data analytics (AI, 

IoT), and broadening stakeholder engagement to 

improve decision-making within SMEs. 

 

 

8 E-survey 

 

An electronic survey was designed for the 

maintenance staff of a leading manufacturing 

system enterprise. This survey included 82 

questions that reflected the enablers and diverse 

outcomes of the model of excellence in 

maintenance. Within two months, the results of the 

online questionnaire were obtained. We collected 

fifty-six viable responses to meet the study’s 

objectives. We incorporated the data into the model 

using implementation and its matrix, subjecting it to 

relationships and competition to determine the most 

reliable action or maintenance. Figure 1 represents 

a view of the electronic survey. 

 

Figure 1. A view of the electronic survey Source: 

QFDSys 

 

9 QFDSys Results 
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QFDSys application maps the HoQ model. 

Therefore, this application has been allocated to 

manufacturing systems data to serve manufacturing 

environmental data and variables. HoQ includes 

essential inputs to customer requirements (whats), a 

description of the interrelationship between 

technical descriptions (hows), as well as the 

relationship between requirements and descriptions 

(relations), the interrelationship between technical 

descriptions (ROOF) representing the roof of the 

house, identification of important priority customer 

requirements, competitive analysis or market 

potential (important), and priority technical 

descriptions. Figure 2 shows the essential 

components of HoQ represented by QFDSys. In 

Figure 3, the graphical interface menu shows ten 

QFD matrices created for the project. The active 

QFD-matrix is identified by its red color (QFD2). 

In this case, the user can manipulate this matrix’s 

different characteristics, passing from one phase to 

another. A database menu is used to create a 

standalone database for each phase, serving the data 

and characteristics of “whats,” “hows,” and 

“importance.” 

Furthermore, Figure 4 defines customer 

satisfaction, product quality, delivery techniques, 

and manufacturing costs. Figure 5 presents 

improved production processes, material types, 

manufacturing maintenance techniques, and 

effective supply chain management. Figure 6 

presents the relationship between customer 

requirements and technical requirements. Figure 7 

identifies the relationships between technical 

requirements and their impact on each other, and 

Figure 8 presents a legend (symbol) of the 

important degrees of the relationships between 

whats and hows. 

 

 

Figure 2. Main components of the house of quality 

(HoQ) 

 

 

Figure 3. Cascade of QFD charts, involving a 

series of linked matrices that translate high-level 

customer requirements into detailed technical 

requirements 

 

 

Figure 4. Customer requirements (whats) 

 

 

Figure 5. Technical requirements (hows) 
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Figure 6. Matrix of relationships 

 

 

Figure 7. Correlation matrix 

 

 

Figure 8. Assessment of importance 

 

By implementing QFDSys, we hope that HoQ 

matrix can achieve significant enhancements in the 

studied case. Furthermore, the effects of 

improvement measures on the system’s 

performance and quality can be consistently 

monitored and evaluated, leading to the 

establishment of a high-quality manufacturing 

system that meets the requirements of both external 

and internal users. Additionally, this approach aims 

to enhance production efficiency and boost the 

competitiveness of small and medium-sized 

enterprises in particular. 

 

10 Gaps in the Proposed Methodology  

The paper takes a closer look at the challenges a 

proposed model faces that aims to weave human 

behavior into the automated processes of large 

manufacturing companies. Some of the main 

hurdles include the complicated methodology, the 

subjective nature of how weights are assigned, and 

the rigid structure of the matrices used. 

Additionally, the limited sample size of the survey 

might not truly reflect the broader market trends. 

The questions chosen for the survey and the level of 

engagement may not fully address what customers 

need, and technological constraints could hinder its 

effectiveness. The survey might miss insights from 

other important stakeholders by focusing primarily 

on maintenance staff. Plus, relying on historical 

data for competitor comparisons may not accurately 

capture the current competitive landscape. Lastly, 

the project’s plan for ongoing improvement might 

overlook other vital areas of business enhancement 

such as boosting supply chain efficiency and 

investing in employee training. 

 

11 Conclusion 

The HoQ technique was applied to the e-survey 

responses, allowing us to track the matrices of HoQ 

by first identifying and evaluating customer 

requirements based on their expected requirements. 

We determined the technical specifications from the 

statements and observations of maintenance 

technicians. We gathered competitor comparisons 

from previous studies by reviewing specifications 

and estimating requirements in a competitor matrix. 

Using the application QFDSys, which served as a 

repository for all data according to the matrices 

required by the HoQ model, we estimated the 

relationships between customer requirements and 

technical specifications, including the strength of 

these relationships and the correlations among the 

specifications themselves. As a result, we obtained 

values representing the weights of these 

relationships and links. We also identified the 

general trend through the competitor matrix, which 

enabled us to make informed decisions based on 

computer analysis. This improved decision-making 

process can be relied upon when estimating the type 

and method of maintenance required. Figure 9 

illustrates these results. The research objectives 

were met by achieving effective and improved 

maintenance decisions while also considering how 

to outperform competitors. Additionally, we 
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verified the requirements’ validity and 

relationships, ensuring they closely align with 

customer expectations. In detailing these results, we 

observed that some specifications, such as 

productivity and direct technical support, do not 

fully meet the requirements, highlighting gaps in 

productivity and acceptable safety procedures and 

technical support. 
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Figure 9. Technical improvement matrix-based 

maintenance 

 

12  Future Work 

The QFDSys model is used as a quantitative 

decision-making tool for further development. The 

model aims to enhance manufacturing quality and 

decision-making by leveraging different 

manufacturing institutions from different 

industries. This model will also explore dynamic 

house of quality (HoQ) matrices that can adapt to 

changing market conditions and evolving customer 

requirements. In addition, it will gather insights 

from a broader range of stakeholders, including 

customers, suppliers, and management. Developing 

this system aligns with the research objective to 

seek to improve weight assignment methods and 

add new techniques, such as those used in the 

analytical hierarchy process, to minimize any 

subjectivity involved or adjust bias. Of course, the 

model requirements a training program to enhance 

SMEs’ technical skills in applying the QFDSys 

approach. The QFD methodology will, therefore, be 

applied in different and broader areas, including 

product development, service quality improvement, 

and supply chain management by providing a 

framework for continuous improvement and 

integrating QFDSys with Lean, Six Sigma, or Agile 

methodologies. In addition, integrating the latest 

technologies, such as the internet of things (IoT) 

and artificial intelligence (AI), will be examined to 

improve data collection, analysis efficiency, and 

decision-making processes. 
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Abstract

Optimizing scientific programs is critical for enhancing
performance in modern computing systems, particularly
in applications with stringent resource constraints such as
embedded systems and parallel computing environments. In
this context, the polyhedral model techniques have allowed
to significantly advance the field of affine-loop-nest code
generation by effectively leveraging parallelism and optimizing
data locality. The present work proposes a novel approach based
on the Maximal Parametric Inner-Box (MPIB) approximation
algorithm, which shows promise in optimizing code generation
performance. The basic idea is to introduce a new MPIB-driven
transformation of the CLooG’s mathematical representation
of the source code, aiming at reducing the costly function
calls generated during loop traversal. This leads to a
significant enhancement in code performance, particularly
evident with larger parameter values, where gains of up to
20% are achievable in certain cases. The preliminary results
highlight notable improvements in execution time over existing
techniques.

Key Words: Code Generation; Polyhedral Model; Code
Optimization and Parallelization; Parametric Inner-Box;
CLooG.

1 Introduction

Compiling and optimizing computer programs are of crucial
importance to maximize the hardware-resource utilization and
to enhance the application performances. Generating optimized
code for nested loops is one of the most challenging and
significant tasks in the field of code generation. This area
continues to evolve, driven by the relentless pursuit of optimal
performance and efficiency in modern computing systems
including embedded systems that frequently operate under strict
resource constraints and demand high performance for real-time
applications. Additionally, the rise of parallel computing has
necessitated the development of methods that can efficiently
exploit parallelism inherent in loop nests.

*LaSTIC, Laboratory, Computer Science Department, University of BATNA
2, Algeria. Email: a.saci@univ-batna2.dz.

†LaSTIC, Laboratory, Computer Science Department, University of BATNA
2, Algeria. Email: r.seghir@univ-batna2.dz.

In this context, the polyhedral model has emerged as a
powerful framework, offering sophisticated tools for analyzing
and optimizing affine loop nests. Through its mathematical
foundations, this model provides a structured approach enabling
automatic identification of parallelism, vectorization, cache
locality improvement, and efficient code generation, which
constitutes the main focus of the current investigation. The
ability to automatically discover and leverage parallelism is
particularly important in the era of multi-core processors and
distributed computing environments, where parallel execution
can lead to substantial performance gains.

Polyhedral code generation techniques, including CADGen
(Continuous Automatic Differentiation Code Generator),
CodeGen (Code Generator), CodeGen+ (Enhanced Code
Generator), isl (Integer Set Library), and ClooG (Chunky Loop
Generator)[2, 6, 5, 22, 21], have revolutionized the field of code
generation for complex nested loops. These techniques enable
considerable improvements in the performance of the generated
code by effectively harnessing parallelism and optimizing data
locality.

However, these methods often face limitations due to
the computational overhead introduced by complex function
calls in loop bounds, such as min, max, ceil, and floor
functions. These operations, while essential for accurate
bounds calculation, can become a bottleneck, particularly in
performance-sensitive environments such as embedded systems
and real-time applications.

In this article, we introduce a new approach for generating
efficient code based on the concept of Maximal Parametric
Inner-Box (MPIB). The main research question that our work
addresses is: how can code generation be optimized to reduce
computational load while maintaining accuracy? The key
questions we seek to answer are: (i) What parametric factors
significantly influence code generation efficiency? (ii) How can
maximal inner-box approximation be applied to achieve this
optimization?

Our method involves identifying and characterizing the
parametric maximal inner box for each polyhedral set.
This approach is used to explore and reorganize the loop
transformation and optimization space, ensuring efficient
utilization of computational resources. Consequently, we
manipulate regular iteration domains to minimize expensive
function calls during loop traversal whenever possible, which
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ultimately results in an improvement in the overall performance
of the generated code. This improvement directly translates to
better utilization of the limited computational resources.

The preliminary results of this work reveal that the proposed
method offers significant advantages in terms of execution time
compared to CLooG 0.18.4. This finding paves the way for
further investigation of the impact of this new approach in
the domain of nested loop optimization. Note that the MPIB
approach can also be utilized in other real-world applications
which are out of the focus of the present work, such as the
reachability of hybrid dynamical systems, where it is crucial to
know if the system can reach critical regions or stay within safe
sets[19].

The remainder of this article is organized as follows: Section
2 delves into the foundational concepts of code generation
using the polyhedral model, including its representation of
programs and techniques for optimization. In Section 3, we
present our approach, elucidating the mathematical foundations
of the Maximal Parametric Inner Box (MPIB). The practical
application of the MPIB approximation approach in generating
efficient code is discussed in Section 4. Section 5 provides an
illustrating example of our method. In section 6, we compare
our approach with prior work. Finally, Section 7 presents a
conclusion, summarizing our findings and highlighting avenues
for future research.

2 BACKGROUND

In this section, we introduce the fundamental principles of
code generation in the context of the polyhedral model. Our
discussion delves into how programs are represented within
this framework, emphasizing the role of CLooG tool (Chunky
Loop Generator) in efficiently generating code from polyhedral
representations.

2.1 Polyhedral Model

The polyhedral model is a powerful mathematical and
geometrical framework for the analysis and optimization of
programs through linear algebra and polyhedral geometry [5, 8].
It includes loop transformations, data restructuring, and various
other techniques aimed at enhancing program performance [9,
13, 25, 24, 23, 4, 7]. This form of optimization techniques
usually targets improving data locality and parallelism in code,
which can greatly impact the overall efficiency of a program.
Over the years, the polyhedral model has been proven successful
in a wide range of cases and has become a fundamental tool in
program optimization.

The polyhedral model proceeds through three primary steps.
Initially, it expresses the original code into a geometric
representation, associating each statement with a set of
polyhedra. Next, it performs geometric transformations within
this representation. Finally, it translates the set of polyhedra
back into generated code. In this article, we focus on this later
step where we target generating an efficient code based on our

maximal parametric inner-box approach presented in section 3.

2.1.1 Polyhedral representation of programs

In the polyhedral model, a program is represented by an
iteration domain, which is a set of affine functions mapping each
statement (or point) in the original code to a point in the iteration
domain [1, 16, 18].

Kuck [11] showed that the iteration domain of a loop nest (a
set of nested loops), with affine lower and upper bounds, can
be described by a polyhedron bounded by a set of half-spaces.
Each half-space corresponds to a lower or upper bound on an
index. The dimension of the polyhedron thus defined is equal to
the depth of the loop nest (the number of its indices). Finally,
each point with integer coordinates (integer vector) inside the
polyhedron corresponds to an iteration of the loop nest. When
the number of iterations is not fixed (cannot be determined at
compile time), we refer to parametric loop nests. These are loop
nests that contain symbolic constants (parameters) in the affine
expressions of their bounds. A loop nest where all instructions
are at the innermost level is called perfect. The general form of
a perfect loop nest of depth d is:

for i1=l1(p) to u1(p)
for i2=l2(i1,p) to u1(i1,p)

....
for id=ld(i1,i2, . . . id−1,p) to ud(i1,i2, . . . id−1,p)

....

where i j (j = 1,..., d) are the indices of the loop nest, p is a
parameter vector, and l j, u j (j = 1,..., d) are affine functions.
When the loop nest is not perfect, instructions can appear at any
depth level.

2.1.2 Example

Consider the following piece of code (loop nest):
for(i=1; i≤ n; i++)
for(j=1; j ≤ i+m; j++)

S(i,j);

The iterations of this loop nest correspond to the integer-
coordinate points of the parametric polytope P(p) as follows:

P(p) =
{
(i

j) ∈Q2 | 1≤ i≤ n ∧ 1≤ j ≤ i+m
}

where p = [n m] is an integer parameter vector. The graphical
representation of the iterations of this loop nest, when p =
[n m]=[5 2], is shown in Figure 1.

2.2 Code generation using the polyhedral model

Code generation has seen significant development thanks to
the algorithm introduced by Quilleré et al.[15]. Since then,
many research efforts have been conducted to enhance the
quality of the generated code [2, 10, 14, 17, 20].
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Figure 1: Representation of loop nest iterations for example 1
(with n=5 and m=2).

Quilleré’s algorithm involves calculating a disjoint union of
polyhedra at each recursion level across dimensions, and then
generating code for each resulting subset sequentially.

Although this approach results in more extensive output code,
it lowers execution complexity. This reduction is crucial for
minimizing energy consumption and optimizing performance
in applications with strict resource limitations, like embedded
systems. However, some tests and multiple loop bounds
requiring calls to ceil/floor and min/max functions are not
eliminated.

This algorithm is implemented in the widely used code
generation tool CLooG (Chunky Loop Generator) [2], which
incorporates various enhancements aimed at preventing large
code generation. These improvements include reducing the
complexity of splitting, the number of scanned subsets, and the
size of the generated code, all while maintaining performance
[17].

2.3 CLooG: Chunky Loop Generator

CLooG (Chunky Loop Generator) is a crucial tool in the
field of polyhedral code generation. It enables the efficient
translation of polyhedral representations into optimized nested
loop structures, which is essential for maximizing performance
in resource-constrained environments or those requiring high
levels of parallelism.

In the following, we give an overview of the primary
algorithm used in CLooG, as initially proposed by Cedric

Bastoul [2].
The CLooG tool takes as input a union of polyhedra

representing the source program. Each statement of the program
is thus represented by a subset of polyhedra and a set of
scheduling functions. Applying these functions to the integer
points of the associated polyhedra results in a new list of
polyhedra that the resulting code must scan.

According to the technique proposed by LeVerge [12], the
set of integer points in a polyhedron is represented as a
ZPolyhedron1.

In order to generate a loop code, the CLooG algorithm
starts by computing the projection of polyhedra at dimension
(d = 1), subsequently separating them into an ordered list of
disjoint polyhedra. It then scans this list to produce code for the
outermost loops (level-one loops). These disjoint polyhedra are
then projected onto the second dimension (d = 2) to generate
code for level-two loops. CLooG iterates recursively across the
remaining dimensions (levels 3, 4, . . . ) to generate loop codes
at the corresponding levels. The detailed algorithm is given in
Algorithm 1.

In step 5, the algorithm computes the lower bound and
the stride for each loop level (d ∈ 1,2, . . . , n) defined by
its subdomains (polyhedra). Then, it merges inner polyhedra
whenever possible in step 5(b.i) in order to reduce the code
size. In step 5(b.ii), the function is recursively called for the
next dimension (d +1) by intersecting the context domain with
the bounds of the currently generated loop. Step 7 involves
reuniting certain point polyhedra with their host polyhedra, from
which they were separated in the previous step, with the aim of
minimizing the overall size of the generated code [17].

Although CLooG excels at managing polyhedral sets to
produce high-performance code, it has limitations, particularly
with the generated min, max, ceil, and floor function calls in
loop bounds, which can become computationally expensive.
In the following sections (3 and 4), we will show that our
MPIB-based method reduces these costs by simplifying loop
bounds, thereby reducing function calls and enhancing the
overall execution time of the generated code.

3 Maximal Parametric Inner-Box (MPIB) approximation
approach

In this section, we propose a new approach for approximating
the maximal parametric inner box based on the method of
Bemporad et al. [3]. In their work, and starting from a non-
parametric polytope P, the authors search for two collections of
boxes (I and E) such that:

- The interiors of the boxes in each collection do not overlap,
- The union of all boxes in I is contained in P.
- The union of all boxes in E contains P.

Note that in the current work, we are interested in
determining only one approximate maximal inner box within a

1A ZPolyhedron is the intersection of an integral lattice and a polyhedron.
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Algorithm 1: CLooG’s code generation algorithm [2].
Data: A polyhedron list (T S1, ...,T Sn), a context C, the

current dimension d.
Result: Code scanning the polyhedra inside the input

list.
Begin

1. Intersect each polyhedron Pi ∈ TSi with the context C.
2. Compute the projection Pi onto the outermost d

dimensions for each resulting polyhedron TSi , and
consider the new list where TSi is replaced by Pi.

3. Separate the list of resulting projections Pi from step 2
into a new list of non-overlapping polyhedra.

4. Order each list of non-overlapping polyhedra representing
the projection Pi, from step 3, in the lexicographical order.

5. For each polyhedron P→ (TSp, · · · ,TSq) in the list:

(a). Compute the stride and the lower bound by looking
for stride constraints in the (TSp, · · · ,TSq) list.

(b). While there is a polyhedron in (TSp, · · · ,TSq):
(i). Merge adjacent polyhedra scanning the same

statements in a new list.
(ii). Recurse for the new list with the new loop

context C∩P and the next dimension d +1.

6. Apply steps 2 to 4 of the algorithm to the inside list in
order to eliminate dead code, for each polyhedron P inside
the list.

7. Reduce code size by making all possible unions of host
polyhedra with point polyhedral.

8. Return the code scanning the polyhedron list.

End.

2-dimensional parametric polytope P(p) that has one parameter
(p = [n])2 . This box will be used in section 4 to generate an
efficient code based on CLooG Algorithm. Our method can be
succinctly described as follows:

Let P(n) be the parametric polytope defined by:

P(n) = {X ∈ R2 : AX ≤ Bn+b}

And let :

- A+ : be the positive matrix of A.
- A+

1 : be the first column of A+.

- A+
2 : be the second column of A+.

To determine an approximation of the maximal parametric
box included in P(n), we start by assigning distinct values to
n in order to obtain different instances of the polytope P(n).
For each instance of P(n), we determine the maximal inner box
based on the method proposed by Bemporad et al. [3], which
involves the following steps:

2Our method can be extended to address problems involving higher
dimensions and additional parameters.

1. Solve LP1 to find r1, the maximum ratio along the first
dimension.
LP1 : r1 = max{r : AX +A+

1 r ≤ Bn+b}.
2. Solve LP2 to find r2, the maximum ratio along the second

dimension.
LP2 : r2 = max{r : AX +A+

2 r ≤ Bn+b}.
3. Solve LP3 to determine the scaling factor λ ∗ which

maximizes the box dimensions while ensuring it stays
within P(n).
LP3 : λ ∗ = max{λ : AX +A+rλ ≤ Bn+b}, with r = [r1r2].

The solution of LP3 is defined by: (X∗,λ ∗), with X∗= [i∗ j∗]t .
For a given instance of the polytope P(n), i.e for a given value

of n, the MPIB is defined by its two extremal non-parametric
points (V1 and V2) such that:

• V1(iV1 , jV1), with : iV1 = i∗ and jV1 = j∗.
• V2(iV2 , jV2), with: iV2 = i∗+ r1.λ

∗ and jV2 = j∗+ r2.λ
∗.

These points mark the endpoints of the approximate largest
box included in the considered instance of polytope P(n). To
compute the parametric coordinates of the extremal points of
the MPIB included in the parametric polytope P(n), we need
to compute a regression line for each of the four coordinates.
These lines are given by the following equations:

iV1(n) = α1.n+β1

jV1(n) = α2.n+β2

iV2(n) = α3.n+β3

jV2(n) = α4.n+β4

The parametric coordinates of V1(n)(iV1(n) , jV1(n)) and
V2(n)(iV2(n) , jV2(n)) define the parametric maximal inner box
of P(n). Indeed, in order to determine this box, it suffices
to find its two extremal points V1 and V2 having the lowest,
respectively highest coordinates as shown in Figure 5.
Our approach of approximating the MPIB is described in
Algorithm 2.

Example:
Let P(p) be the parametric polytope defined by the following
inequations:

P(p) =


−i+ j ≤−2
i+ j ≤ n
2i−6 j ≤ n+4
−9i+18 j ≤ n−2
n ≥ 20

P(p) can be rewritten as follows:

P(p) = {X ∈ R2 : AX ≤ Bp+b}, where :

X =

[
i
j

]
,A =


−1 1
1 1
2 −6
−9 18

 ,b =


−2
0
4
−2

 ,B =


0
1
1
1

 ,and p =
[
n
]
,
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A+,A+
1 , and A+

2 , are given as follows:

A+ =


0 1
1 1
2 0
0 18

 ,A+
1 =


0
1
2
0

 ,and A+
2 =


1
1
0

18


By assigning different values to the parameter n (instantiation

of P(n)) and solving the linear programs LP1, LP2, and LP3
below, we obtain the coordinates of the two extremal points V1
and V2 of the approximate MPIB of P(n), as shown in Table 1.

LP1 : r1 =max

r :


−1 1
1 1
2 −6
−9 18

X +


0
1
2
0

r ≤


0
1
1
1

n+


−2
0
4
−2




LP2 : r2 =max

r :


−1 1
1 1
2 −6
−9 18

X +


1
1
0

18

r ≤


0
1
1
1

n+


−2
0
4
−2




LP3 : λ
∗=max

λ :


−1 1
1 1
2 −6
−9 18

X+


0 1
1 1
2 0
0 18

rλ≤


0
1
1
1

n+


−2
0
4
−2




, where r = [r1 r2]
Then, we use Microsoft Excel solver to determine the four

regression lines defining the four parametric coordinates of
points V1(n)(iV1(n), jV1(n)) and V2(n)(iV2(n), jV2(n)) from the
instances of V1(iV1 , jV1) and V2(iV2 , jV2):

iV1(n) = 0,384258945560599.n−0,318353165232634
jV1(n) = 0,084104990554686.n−0,576570768496135
iV2(n) = 0,752314971664028.n+0,270287695130927
jV2(n) = 0,247685028335843.n−0,270287693456269

Finally, the parametric inner box is defined by the two
extremal points V1(n)(iV1(n), jV1(n)) and V2(n)(iV2(n), jV2(n)) as
illustrated in Figure 5 (for n=50).

In determining the regression lines for the coordinates of the
maximal parametric inner box (MPIB), we experimented with
various levels of decimal precision to ensure that each calculated
point remains a valid integer point within the polytope, across
a wide range of values for the parameter n. Specifically, we
evaluated precision levels of 6, 8, 10, 12, and 15 decimal
places in the regression expressions. The results showed
that a precision of at least 15 decimal places was necessary
to maintain the validity of all coordinates as integer points
inside the polytope for n values ranging from the initial
value up to 1,000,000. With fewer than 15 decimal places,
certain coordinates occasionally fell outside the bounds of the
polytope, which would compromise the accuracy of the MPIB

Algorithm 2: Approximation of the Maximal
Parametric Inner Box.

Data: A parametric polytope P(n).
Result: MPIB
Begin
Let :

A+ be the positive matrix of A.
A+

1 and A+
2 be the first and second columns of A+,

respectively.
Let :

AiV1
[ ], A jV1

[ ], AiV2
[ ] and A jV2

[ ] be the coordinate
arrays of points V1 and V2 (for different values of the
parameter).

Step 1:
counter← 1;
n← intilal value;
while (n≤ f inal value) do

Solve LP1 : r1 = max{r : AX +A+
1 r ≤ Bn+b}.

Solve LP2 : r2 = max{r : AX +A+
2 r ≤ Bn+b}.

Solve LP3 : λ ∗ = max{λ : AX +A+rλ ≤ Bn+b}.
with r = [r1r2].

//The solution of LP3 is: (X∗,λ ∗),
//where: X∗ = [i∗ j∗]t .
// The inner box is defined by the two points
// V1(iV1 , jV1) and V2(iV2 , jV2), where
//iV1 = i∗, jV1 = j∗, iV2 = i∗+ r1λ ∗ and
// jV2 = j∗+ r2λ ∗.
AiV1

[counter]← i∗;
A jV1

[counter]← j∗;
AiV2

[counter]← i∗+ r1λ ∗;
A jV2

[counter]← j∗+ r2λ ∗;
counter← counter+1;
n← n+ step; //step = 100000

end
Step 2
Determination of the four regression lines corresponding
to the values stored in arrays:
AiV1

[ ],A jV1
[ ],AiV2

[ ], and A jV2
[ ] as follows:

iV1(n)← α1.n+β1;
jV1(n)← α2.n+β2;
iV2(n)← α3.n+β3;
jV2(n)← α4.n+β4;

The approximate MPIB is defined by the two parametric
points :

V1(n)(iV1(n), jV1(n)) and
V2(n)(iV2(n), jV2(n)).

end.

approximation. Thus, we opted for 15 decimal places in the
regression expressions to ensure that the MPIB coordinates
reliably represent integer points within the polytope over the full
range of parameter values considered in our study.

It is worth noting that it is possible to consider coordinates
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Table 1: Coordinates of V1 and V2 for Example 1.

n 20 100 1000 10000 100000 150000 200000 1000000
iV1 8 39 384 3843 38426 57639 76852 384259
jV1 2 8 84 841 8410 12616 16821 84105
iV2 16 76 753 7524 75232 112848 150464 752316
jV2 4 24 247 2476 24768 37152 49536 247684

with fewer decimal places. However, an additional verification
step is required to ensure that all coordinates lie within the
polytope. If any coordinate does not satisfy this inclusion
constraint, it is necessary to adjust the point by selecting the
nearest valid coordinates within the polytope.

4 ENHANCING CODE GENERATION
PERFORMANCE USING THE MPIB

APPROXIMATION ALGORITHM

Methodology

Our methodology is based on the Maximal Parametric Inner-
Box (MPIB) approximation algorithm, which aims to optimize
code generation by reducing costly function calls in loop
bounds. The approach involves three main steps:

1. Start by running the first three setps of CLooG algorithm
to generate a polyhedral representation of the source code
to be optimized.

2. Apply the MPIB approach to convert the polyhedral
representation into a new form that enhances code
performance.

3. Resume the CLooG algorithm from Step 4 to generate a
new code using this later polyhedral representation.

In the following, we will show how the Maximal Parametric
Inner Box (MPIB) approximation approach can be applied in
generating effective code. The main objective of our work is
to generate an efficient code using the polyhedral model. This
code will be generated by combining CLooG algorithm with our
method of approximating the MPIB presented in the previous
section. This approach consists in modifying CLooG algorithm
(Algorithm 1) immediately after step 3. In this new algorithm,
we start by calling CLooG until step 3. Then we compute the
approximate MPIB for each sub-polytope Pi obtained at step 3
and replace it with the following 5 sub-polytopes Pi1 ,Pi2 ,Pi3 ,Pi4 ,
and Pi5 :

- Pi1 = Pi∪{i < iV1(n)},
- Pi2 = Pi∪{i≥ iV1(n), i≤ iV2(n), j < jV1(n)},
- Pi3={i≥iV1(n), i≤ iV2(n), j≥ jV1(n), j≤ jV2(n)} // the MPIB,
- Pi4 = Pi∪{i≥ iV1(n), i≤ iV2(n), j > jV2(n)},
- Pi5 = Pi∪{i≥ iV2(n)}.

After the step of generating this new polyhedral
representation of the code to be optimized, we resume

CLooG algorithm from step 4. This means that, instead of
generating the code for the polyhedral set given by CLooG, we
do it for the new polyhedral representation based on the MPIB
approximation approach. This approach offers the advantage
of efficiently handling regular polyhedral sets, requiring only a
few calls to min/max and floor/ceil functions. This optimization
significantly improves the execution time of the generated code.

We note that the core factor in our work is the execution time,
as this is critical in evaluating the efficiency of the generated
code within the polyhedral model. Algorithm 3 summarizes our
MPIB-based code generation method.

It should be noted that the method for determining the MPIB
can, if necessary, be applied recursively to one or all of the
sub-polytopes Pi1 ,Pi2 ,Pi4 or Pi5 when the polytope is sufficiently
large. Furthermore, this method can be generalized to higher
dimensions, which involves solving (d +1) linear programs for
a dimension d.

5 ILLUSTRATING EXAMPLE

Consider the following parametric polytope:

P(p) =


−i+ j ≤−2
i+ j ≤ n
2i−6 j ≤ n+4
−9i+18 j ≤ n−2
n ≥ 20

The corresponding code generated by CLooG-0.18.4 for this
polytope and its graphical representation are shown in Figures
2 and 3, respectively. Note that the presence of calls to the
min/max and floor/ceil functions in the inner-loop bounds of
the generated code results in a substantial control overhead,
affecting execution time. The idea of our approach is to
avoid, as much as possible, costly function calls inside loop
bounds using the modified GLooG algorithm (Algorithm 3)
based on the MPIB approximation method (Algorithm 2). The
resulting optimized code and its corresponding iteration domain
are shown in Figures 2 and 3, respectively.

6 COMPARISON WITH PRIOR WORK AND
ANALYSIS

In this section, we provide a comparative analysis between
our method and existing techniques, particularly focusing on
the latest version of the CLooG tool (0.18.4), which has been
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for (i=2; i≤ floord(7*n+4,8); i++) {
for(j=max(0,ceild(2*i-n-4,6));j≤min(min(floord(9*i+n-2,18),-i+n),i-2); j++){

S(i,j);
}
}

Figure 2: Generated code by CLooG 0.18.4

Algorithm 3: Code generation using MPIB
approximation approach (Modified CLooG’s
algorithm).

Data: a parametric polytope P(n).
Result: Generated Code
Begin
Step 1.
Execution of Steps 1, 2 and 3 of the ClooG algorithm
(Algorithm 1) to generate a disjoint union of polytopes
S =

⋃|S|
i=1 Pi corresponding to the union of input

polytopes (Polyhedral representation of the source code
to be optimized)

Step 2
Decomposition of each polytope Pi ∈ S into a disjoint

union of 5 sub-polytopes Pi1 ,Pi2 ,Pi3 ,Pi4 , and Pi5 , where :

For all l,k ∈ {1,2,3,4,5} and l ̸= k :

{
Pi = ∪5

j=1Pi j

Pil ∩Pik = /0

with:

- Pi1 = Pi∪{i < iV1(n)},
- Pi2 = Pi∪{i≥ iV1(n), i≤ iV2(n), j < jV1(n)},
- Pi3 = {i≥ iV1(n), i≤ iV2(n), j ≥ jV1(n), j ≤ jV2(n)},
- Pi4 = Pi∪{i≥ iV1(n), i≤ iV2(n), j > jV2(n)},
- Pi5 = Pi∪{i≥ iV2(n)}.

Step 3
Resume the CLooG algorithm from Step 4 to generate
the code corresponding to the disjoint union of polytopes
generated in the previous step (Step 2). end.

widely used for polyhedral code generation. While CLooG is
recognized for its efficiency in generating code from polyhedral
representations, our method introduces the Maximal Parametric
Inner-Box (MPIB) approximation, which offers notable impro-
vements in execution time.

One of the key differences between our approach and
previous work lies in the way the loop bounds are handled.
Traditional methods, including CLooG, rely heavily on the
use of min/max and ceil/floor function calls, which can add
significant overhead in execution. In contrast, our approach
minimizes these function calls by approximating the maximal
inner-box, leading to reduced computational load and enhanced
performance. This difference is more significant for large

Figure 3: Graphical representation of example 1

parameter values.
In order to demonstrate the performance of our method,

we consider the codes from Figures 2 and 4 generated by
the original CLooG algorithm and our MPIB-based method
respectively. These codes were compiled with gcc 5.4 and
executed on an Intel i5 processor at 2.30GHz, with the values
of the parameter n ranging from 100000 to 10000000 and a step
of 100000.

Figure 6 and Table 2 present the execution times for both
the standard CLooG algorithm and the proposed MPIB-based
approach across varying parameter values. This comparison
allows us to observe the substantial improvement in execution
time when employing our approach, particularly noticeable with
larger values of the parameter n. For instance, with n = 500000,
the runtime for the code produced by CLooG-18.0.4 is 173.99 s,
whereas our method yields a runtime of 140.87 s, resulting in a
gain rate of 19.04%. This improvement is due to the decreased
number of calls to min/max and floor/ceil functions in the code
generated by our approach.

7 CONCLUSION AND FUTURE WORK

Optimizing code generation for nested loops is crucial
in maximizing hardware resource utilization and enhancing
application performance. The polyhedral model, with its
sophisticated tools, is extensively employed in code generation
algorithms.

The efficiency of the generated code is significantly impacted
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for (i=2;i≤floord(9606473639*n-7958829131,25000000000);i++) {
for (j=0;j≤min(floord(9*i+n-2,18),i-2);j++){

S1(i,j);
}
}
for(i=ceild(9606473639*n-7958828880,25000000000); i≤floord(47019685729*n+16892980945,

62500000000);i++){
for(j=max(0,ceild(2*i-n-4,6));j≤floord(42052495277*n-288285384248, 500000000000);j++) {

S1(i,j);
}
for(j=max(ceild(2*i-n-4,6),ceild(42052495277*n-288285379248,500000000000));j≤

floord(49537005667*n-54057538692,200000000000);j++){
S1(i,j);

}
for(j=ceild(49537005667*n-54057536691,200000000000);j≤min(floord(9*i+n-2,18),-i+n);j++){

S1(i,j);
}
}
for(i=ceild(47019685729*n+16892981571,62500000000);i≤floord(7*n+4,8);i++) {

for (j=ceild(2*i-n-4,6);j≤-i+n;j++) {
S1(i,j);

}
}

Figure 4: Generated code by our approach

Figure 5: Separation of the polytope into 5 sub-polytopes

Table 2: Execution times for CLooG’s algorithm and Our Algorithm

n 100000 200000 300000 400000 500000 600000 700000 800000 900000 1000000
CLooG(s) 6.96 27.84 62.64 111.35 173.99 250.52 340.98 445.36 564.04 689.92
MPIB(s) 5.36 21.29 50.72 90.16 140.87 202.86 276.11 360.60 456.37 563.63

Gain 1.60 6.55 11.92 21.19 33.12 47.66 64.87 84.76 107.67 126.29
Ratio(%) 22.97 23.52 19.03 19.03 19.04 19.03 19.02 19.03 19.09 18.30
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Figure 6: Execution times

by how polyhedral operations are applied to the mathematical
representation of the original code.

This article presents a new approach based on the proposed
parametric maximal inner-box approximation algorithm,
representing a promising avenue for further enhancing code
generation efficiency.

By identifying this box for each polyhedral set and
performing the underling transformations, we mitigate costly
function calls during loop traversal, ultimately leading a
substantial improvement of the code performance, particularly
with larger values of the parameter where the gain could
achieve about 20% in some cases. The experimental
results demonstrate notable advantages compared to existing
techniques, encouraging further exploration of the potential
impact of this approach in nested loop optimization.

In line with the problem statement and research contribution,
our study has successfully addressed the challenge of
optimizing loop-based code generation by leveraging the
polyhedral model. Focusing on reducing computational
overhead, particularly through the new concept of MPIB, we
have provided a solution that improves execution efficiency in a
way that was not previously explored.

Despite the significant improvements in execution time and
efficiency achieved by the proposed MPIB-based approach,
some limitations can be observed. While the method enhances
performance in many cases, its effectiveness is highly dependent
on the structure of the polyhedral sets being processed. In
particular, when iteration domains are highly irregular or
contain non-affine constraints, the approximation may not
deliver optimal results. Additionally, extending the approach
to higher-dimensional polyhedral sets presents challenges, as
the complexity of solving additional linear programs increases
significantly.

This study opens up several promising directions for future

research in nested loop optimization. First, extending the
proposed MPIB approach to more complex cases, such as
higher-dimensional polyhedral sets dealing with deeper levels
of nesting. Additionally, hybrid optimization strategies, like
combining MPIB with techniques such as parametric tiling or
dynamic loop transformations, could yield further performance
improvements. Another key area for exploration is the
integration of this method into modern compilation frameworks
to facilitate its adoption by software developers and increase
its usability in practical applications. Addressing these aspects
would allow the proposed approach to be refined and extended
to a broader range of applications in polyhedral optimization.
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Abstract

Text summarizing is one of the most challenging tasks in
natural language processing (NLP). This task is addressed in
a large number of research projects and papers in the literature,
but most of them focused on English language. Few studies
are dealing with the complex Arabic language. Pre-trained
Transformer-based language models have shown remarkable
efficacy in addressing problems associated with text generation
and natural language processing in recent times. However, there
has not been much research on applying these models to Arabic
text production. This study focuses on the implementation
and fine-tuning pre-trained transformer-based language model
structures for Arabic abstractive summarization, including
AraBERT, mBERT models, and AraT5. We applied mBERT
and AraBERT in the context of text summarization using
a BERT2BERT-based encoder-decoder model. ROUGE
measurements and manual human evaluation have been used to
test the suggested models. Our models are trained and tested
using XL-Sum Dataset of 46897 high-quality text-summary
pairs. Their performance on out-of-domain data was also
compared. We found that AraT5 outperforms AraBERT and
mBERT Models, suggesting that a pre-trained Transformer
with encoder-decoder functionality is more suited for text
summarization. Moreover, AraT5 achieve high performance on
out-of-domain dataset and received higher accuracy ratings in
human evaluations compared to other models.

Key Words:Arabic natural language processing; Abstractive
text Summarization; machine learning; Deep learning; Transfer
learning models.
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1 Introduction

It becomes more difficult to quickly and accurately extract
important information from texts due to the massive volume
of digital text data generated every day [1]. Moreover,
automatic text summarizing is important for many applications.
It improves the process of retrieving important data from
digital documents through the use of advanced filtering
techniques, making it easier to find embedded knowledge in
these materials. Additionally, this technology helps manage
the enormous amount of textual material that is accessible.
Document summarizing helps to overcome the challenges
caused by the huge amount of information on the Internet
by reducing, organizing, and retrieving information as needed
[2]. Additionally, there are several useful applications for
text summarizing, such as compressing articles for online
publications, optimizing search engine rankings, and making
theses and research papers easier to understand. It is also helpful
in creating systems for organizing and screening information
sources so that only relevant information is taken out of
them. Because of its flexibility, text summarization is a useful
technique for increasing productivity in a variety of fields and
speeding information access.

The extractive and abstractive approaches constitute the two
primary types of automated text summarization [3]. The final
sentences generated by summaries that only use content that has
been extracted contain words or phrases that were taken from
the original text. This method is called extractive summary [4],
whereas abstractive summarization uses linguistic approaches
to comprehend the text and compressed its essential concepts
[3]. Depending on the particular needs of the assignment, these
strategies are applied in different applications and accommodate
alternative methodologies for producing summaries.

It’s clear that the field of text summarization has focused
mainly on the English language, but dealing with the Arabic
language’s complexity presents significant challenges. Arabic
has special difficulties because of its complex morphology,
diglossia, and diversity of dialects. Compared to English,
automatic summarization in Arabic is a more difficult to

ISCA Copyright© 2025
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apply because of these linguistic features. Moreover, the
vast majority of text summarization systems currently in use,
including those for Arabic, depend on extractive summary
strategies. In particular in the Arabic context, abstractive
summarization is less frequent. However, the reality that
Arabic is the official language of 22 countries and is spoken by
over 300 million people shows how important it is to address
these issues in Arabic text summarization [2, 5]. Effective
Arabic summarization systems are becoming more and more
necessary in order to support the efficient processing and
retrieval of information in the Arab-speaking world. The
significance of developing text summarizing methods specific
to the Arabic language’s varied requirements and distinctive
linguistic characteristics is being acknowledged by researchers
and developers [6].

Text translation [7], sentiment analysis [8], text
summarization, and other critical tasks have recently shown
significant improvements caused by deep learning techniques
[9]. Moreover, using large datasets to enhance performance is a
key component of deep neural network applications [10]. The
encoder-decoder model’s sequence-to-sequence structure serves
as the foundation for the new text summarizing techniques. The
encoder and decoder are the two components of this paradigm.
The encoder changes the hidden states in accordance with
each new token it gets from the input sequence at each step.
Regardless of the length of the input, the encoder creates a
context vector representing the input sequence when it reaches
the final token in the sequence. The context vector is the
final hidden state to be established before the decoder. The
decoder is started with 〈SOS〉 token, and context vector from
the encoder as a first hidden state is used to start it. The decoder
is taught to generate a new sequence with a predetermined
length. By providing the previously created word, the device
creates a new word from the vocabulary each time [10, 11].
As seen in Figure 1, the start token 〈SOS〉 [12] is supplied
to the decoder along with the encoder’s final hidden state.
Numerous NLP applications, including machine translation
and text summarization, have made use of this approach. A
sentence in specific language is the input sequence for machine
translation, while the output sequence is the same statement in
a different language. In contrast, the document that has to be
summarized is the input sequence in text summarization, and
the summary itself is the output sequence [12, 13].

The traditional sequence-to-sequence (seq2seq) model faces
a challenge in summarizing lengthy input sequences by
compressing them into a single fixed-size ”context vector”. This
method often struggles to capture all essential details, especially
in longer sequences.

attention mechanism allows the model to selectively highlight
important parts of the input sequence when generating each
part of the output sequence as shown in Figure 2, By
dynamically assigning significance scores to different segments
of the input sequence during decoding, applying encoder
hidden states, the attention mechanism enables the model to
better understand the relevance of individual elements. This

Figure 1: Sequence-to-sequence model.

Figure 2: Sequence-to-sequence with attention.

adaptability helps in focusing on important information within
longer input sequences, significantly improving the model’s
accuracy and performance in tasks like machine translation and
summarization [13].

Attention processes come in two varieties, such as local
and global attention. The context vector’s derivation method
determines how they vary from one another. The attended
context vector in global attention is derived from all of the
encoder’s hidden states, whereas in local attention it is derived
from a limited number of encoder hidden states [13].

The Transformer model architecture was introduced in recent
years, which has allowed for performance benefits over RNN-
based designs [14]. Additionally, a fresh approach known as
transfer learning has surfaced and grown rapidly to take the
lead in deep learning model training and application. Using
a self-supervised training goal, the model is pre-trained on
a vast quantity of data in the first phase of this technique.
Using a supervised data set, the model is then fine-tuned on a
downstream job in the second phase [15].

We used the XL-Sum dataset to fine-tune the pre-
trained models mBERT, AraBERT, and AraT5 in this study.
Additionally, mBERT and AraBERT have been fine-tuned
using the BERT2BERT architecture. ROUGE measures were
employed together with manual human evaluation to evaluate
the performance of the suggested models. Their results on a test
set outside of their field of study were also compared.

The rest of the paper is organized as follows. Section 2
discusses the related studies to our work. The methodology of
the proposed work is presented in section 3. Section 4 presents
the setup of our experiments. Results are discussed in section 5.
Section 6 introduces the conclusion of the paper.
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2 Related works

This section presents recent studies on Arabic abstractive text
summarization. We will concentrate on the studies that used the
Transformer architecture in addition to the ones that used the
RNN-based sequence-to-sequence model.

It has been shown by several recent studies that transfer
learning produces state-of-the-art outcomes on nearly all NLP
tasks [16]. This shows that the skills acquired through neutral
unsupervised learning may be effectively applied to challenges
that come after. The NLP community has recently seen an
increase in the use of big pre-trained models that have used this
methodology as a result of its success [17, 18].

The Transformer-based pre-trained models and RNN-based
architecture have not been widely used in Arabic-language
works [19].[20] have improved mBERT [21], mBART-50 [22],
and AraBERT [23] for cross-lingual Arabic abstractive text
summarization, and found that AraBERT produces the lowest
result of any of their other suggested models. AraT5 has also
been improved by [24] for Arabic abstractive summarization
multi-sentence.

In [19] they provided a comprehensive comparative analysis
between RNN-based and Transformer-based architectures,
specifically, mBERT, AraBERT, AraGPT2, and AraT5, which
are well-known for their ability to understand and produce
Arabic text for tasks requiring abstractive summarization.
Their paper involved a sizable Arabic summarization dataset,
contains 84,764 high-quality text-summary pairs, serving as
both training and evaluation data. To combat potential
under-fitting, an additional dataset of 280,000 examples was
incorporated, leading to the improvement and enhancement of
models, denoted as ”Seq2Seq-LSTM+” and ”Transformer+”.
Notably, these ”+” variants, trained on the expanded dataset,
shown improved performance. Achieving F-scores of 33.04
for Seq2Seq-LSTM, 32.12 for Transformer, 37.57 for Seq2Seq-
LSTM+, and notably higher scores of 39.61 for Transformer+,
42.96 for mBERT2-mBERT, 40.48 for AraGPT2, 44.02 for
BERT2BERT, and the highest of 46.87 for AraT5 using
ROUGE-L.

A hybrid approach was developed for Arabic summarization
by combining a transformer-based model with a Modified
Sequence-To-Sequence (MSTS) framework [25]. (MSTS)
model involves the incorporation of three encoder layers,
specifically input layer, sentence layer, and named entity
recognition layers, aimed at improving the summarization
process. They used global attention mechanism and AraVec
for embedding and building a new dictionary to cover the
word that not included in AraVec. This innovative strategy
involves enhancing the MSTS model. By selectively choosing
and rearranging text fragments, the model generates extractive
summaries. Subsequently, the transformer-based mechanism
refines these extractive summaries, transforming them into
abstractive summaries. The HASD (Arabic Summarization
Dataset) was introduced as a novel benchmark dataset and
the existing extractive EASC benchmark was modified by

incorporating abstractive summaries into each text. To
evaluate the quality of abstractive summaries, they proposed
a new evaluation metric termed the Arabic-ROUGE measure.
This metric evaluates vocabulary and structural similarity
of abstractive summaries, emphasizing their coherence and
linguistic essence.

In contrast, however, the study presented by [26] proposed
abstractive summarization system used a sequence-to-sequence
(seq2seq) model enhanced with different recurrent neural
network (RNN) architectures, which are Gated Recurrent Units
(GRU), Long Short-Term Memory (LSTM), and Bidirectional
LSTM (BiLSTM). Both the encoder and decoder components
integrated global attention mechanisms, allowing the model
to focus on relevant parts of the input during encoding and
decoding. To enhance the understanding of Arabic words and
achieve improved performance, the AraBERT preprocessing
stage was incorporated into the model pipeline. Furthermore,
a comparative study was conducted between two Word2Vec
models, skip-gram and continuous bag of words (CBOW). The
study showed that employing a Bidirectional LSTM (BiLSTM)
architecture, consisting of three hidden layers, and integrating
AraBERT preprocessing led to superior performance results.
This finding suggests the advantage of the BiLSTM architecture
in conjunction with AraBERT preprocessing for enhancing the
abstractive summarization of Arabic text. They used the Arabic
Headline Summary (AHS) and the Arabic Mogalad Ndeef
(AMN) datasets.

An extractive summarization system was introduced in [27]
.The initial phase involved organizing an Arabic text into a
graph format, where sentences act as nodes connected by
edges representing similarity. Using cosine similarity, sentences
exceeding a set threshold were linked, creating a highly
interconnected graph. Employing the PageRank algorithm
on this weighted graph assigned salience scores to each
sentence, determining their significance within the network.
Iteratively computed based on edge weights and damping factor,
these scores identified sentences that are relevant and strongly
connected. Subsequently, sentences were ranked according to
their salience scores, organizing them in order of importance.
This process ensured that sentences with stronger relationships
and relevance stand out. Triangles within the graph were
identified using De-Morgan laws, aiding in constructing a
reduced graph that captured the essential elements of the text.
They tested their model using EASC dataset.

An advanced text summarization model was proposed in [28]
based on a sequence-to-sequence RNN architecture, specifically
using LSTM units to reduce the vanishing gradient problem.
Diverging from a single-layer encoder, it employed a three-
layered multilayer encoder. One layer captures input text,
another grasps text keywords, and the third identifies text name
entities, all facilitated by word embeddings. The hidden states
of the three encoder layers consist of bidirectional LSTM units.
The decoder, a singular unidirectional LSTM layer, receives
training input through attention to previous summary words and
decoder hidden states. In testing, it depends on the previous
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decoder output and hidden states, initialized with "<SOS>" and
the context vector. Employing global attention mechanisms
enhanced prediction accuracy by adding important source text
insights into the context vector. A dataset comprises 79,965
documents was used. This dataset sourced from news sites
like Aljazeera, National Interest, and Financial Times along
with 69,024 documents from SANAD SUBSET, categorized
into medical, finance, sports, religion, culture, politics, and
technology.

In [29] they introduced finetuning the AraBART model,
based on BART Base architecture, comprises 6 encoder and
6 decoders layers with 768 hidden dimensions, totaling 139M
parameters. It incorporates an extra layer-normalization for
stable training at FP16 precision and uses sentence piece for
a 50K token vocabulary and 99.99% character coverage of
the training data. This model was evaluated on datasets
like Arabic Gigaword subsets and XL-Sum, it covered
various abstractiveness levels in news articles and includes
tasks for summary and title generation. The comparison
was against baselines, AraBART is compared to C2C (a
BERT2BERT-based seq2seq model), mBART25 (pretrained on
25 languages, fine-tuned for Arabic), and mT5base. They found
AraBART consistently surpasses C2C and mBART25 across
various datasets, Its superiority, based model. In this work,
we use various Transformer-based models abstractiveness.
Additionally, AraBART outperforms mT5 on the multilingual
setup for XL-Sum.

In [30] an automatic and extractive method was proposed
for single-document summarization in the Arabic language.
The proposed method aims to create informative summaries by
evaluating each sentence’s importance based on a combination
of statistical and semantic features like (Key-Phrases, Sentence
location, Similarity with title, Sentence centrality, Sentence
length, Cue words, Positive key-words, Sentence inclusion of
numerical data, Occurrence of Non-essential Information). In
the score-based method, important sentences were extracted
based on the total scores that are assigned to them. In
the machine learning approach, the extractive summarization
process was modeled as a binary classification problem Then, a
binary (Yes/No) classifier was trained based on a set of training
documents.

In [31] they introduced SemG-TS, an innovative Arabic
abstractive summarization technique based on semantic graph
embeddings and a deep neural network. SemG-TS transforms
text into a semantic graph, capitalizing on Arabic language
nuances, followed by SemanticGraph2Vec graph embedding.
The deep learning model based on a sequence-to-sequence
architecture used in summarization includes LSTM in the
Encoder and LSTM Basic Decoder. Using AlJazeera.net
data comprising 16,770 paragraphs averaging 204 words each,
SemG-TS exceeds two word2vec versions (trained and random-
based) across ROUGE metrics. It achieved a 15.8% precision
improvement, 29.5% in recall, and 21.4% in F-measure over the
best word2vec (random-based). In human evaluation, SemG-
TS shows superior relevancy, similarity, readability, and overall

satisfaction compared to word2vec. The F-score for ROUGE
stands at 0.047.

Previous Arabic text summarization studies focused on RNN-
based model. In this work, we use various Transformer-based
models. mBERT,AraBERT and AraT5 pre-trained language
models were used. A high-quality dataset was used to compare
the performance achieved by these models.

3 Methodology

First, as seen in figure 3, we explain the dataset preparation
process that was employed in this part. Next, we go into the
model architecture and training details of the several models that
have been trained for the Arabic abstractive text summarizing
work.

3.1 Dataset

We choose the XL-Sum dataset [32], which is appropriate
for the abstractive summarization of a single document. One
million texts with clear summary are included. With the use of
well-designed algorithms, this dataset was generated from news
articles on the BBC website. The 44 languages in the XL-Sum
dataset have available ranging from low to high, with many not
having public access.

3.2 Data Preprocessing

Arabic has greater difficulties than some other languages, like
English, because it is a morphologically rich language. The
inconsistent use of diacritical marks (Tashkil) and the omission
of Hamza in Arabic texts provide difficulties for the processing
of Arabic text. Modern Standard Arabic (MSA) is the Arabic
language used most commonly in academic work, news, and
literature, it often omits tashkil. Because the Arabic text missing
the diacritical representations necessary to change a word’s
meaning, this omission increases ambiguity. Additionally,
various dialects are spoken in Various Middle Eastern areas,
each with significant differences. This diversity in dialects
further complicates language processing and understanding in
Arabic text analysis and summarization tasks. Each of these
difficulties must be taken into consideration while processing
Arabic text. The AraBERTv1-base Model [23] was used for text
preprocessing. It is a powerful language model that facilitates
Arabic text processing and analysis across a wide range of NLP
tasks.

3.3 Data Tokenization

Tokenization is a key component of natural language
processing research because it covers the gap between
unprocessed textual data and the numerical input needed to build
machine learning models. Tokenizer classes were strategically
used to enable effective model training and evaluation, as
well as efficient data preprocessing and easy integration
with the corresponding models. Tokenization process was
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Figure 3: The steps for preparing the data.

used for improving the efficiency and adaptability of our
trained models. The Hugging Face Transformers library’s
AutoTokenizer class was used for improving the performance
of AraT5 model. Furthermore, BertTokenizer was used for
optimizing the BERT2BERT and mBERT2mBERT models. In
our experiments, the AutoTokenizer and BertTokenizer were
used for truncating the input sequence to 512 token and padding
the short sequence to it. For text summary, text was truncated
to100 token and padding the short summary to it.

3.4 Data Splitting

The XL-Sum dataset includes abstractive summaries of
46897 Arabic articles that were created by humans. We split
the dataset to 37519 (80% of the records) articles for training,
4689 (10%) articles for validation and 4689 (10%) articles for
testing.

3.5 Building an outside domain set

We used an additional sampled dataset from the Arabic
Mogalad Ndeef Dataset (AMN) focused on single-sentence
abstractive summarization [33]. Random samples were chosen
about 1000 records. However, we did not train the model on this
subset of the data.

4 Experiments

The architecture, experimental details, and model training
process are described in detail below. Figure 4 presents the
architecture of the models used in this research.

4.1 BERT2BERT

AraBERT, an encoder-only Transformer, is the Arabic
version of BERT. It accepts an input of length n, called X1:n,
and generates a contextual representation based on that input,
with same length X−

1:n. AraBERT isn’t appropriate for text
summarization because it requires input and output lengths to
match, which presents a limitation when summarizing text, as
the length of the original text and the summary may differ. To
apply the BERT2BERT encoder-decoder setup, we initialized

Figure 4: A diagram of the trained models.

both the encoder and decoder with AraBERT weights, enabling
the utilization of AraBERT for summarization purposes [19].
To build our model, we included AraBERT parameters into
the appropriate BERT2BERT layers. The decoder part was
significantly modified, but the encoder component matches
AraBERT without modifying its settings. In every block of the
decoder, we added cross-attention layers, which had weights
that were originally randomly distributed across the feed-
forward and self-attention layers. Additionally, we converted
bidirectional self-attention layers into unidirectional ones so
that the decoder only analyzes tokens that have previously been
created at each step. After the last decoder block, we added an
LM head to allow for the creation of summary tokens. The final
layer was initialized in the same way as the embedding layer.
We suggested to reduce the total number of trainable parameters
by sharing the encoder’s weights with the decoder because of
their close similarity. During initialization, in decoder blocks
only the cross-attention layers were randomly initialized. We
trained the model for 5 epochs with a batch size of 2. Before
backpropagation, we collected gradients during fine-tuning for
8 steps. We used ”bert-base-arabertv02” as the version of
AraBERT.

4.2 mBERT2mBERT

In our approach, we used the BERT2BERT encoder-decoder
architecture with mBERT initialization, a model pre-trained
on a diverse corpus covering 104 languages, including Arabic
sourced from Wikipedia text. During training, we implemented
a strategy of accumulating gradients over 8 steps before
proceeding with back-propagation, a technique aimed at saving
the training process and improving convergence. Fine-tuning of
the model was conducted over 5 epochs, with a relatively small
batch size of 2, chosen to balance computational efficiency and
model performance. To accommodate the characteristics of
text summarization tasks, we restricted the length of both input
sequences to 512 tokens and summaries to 100 tokens during
fine-tuning. This limitation helps in managing computational
resources effectively while ensuring that the model can capture
essential information for summarization within the specified
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constraints. Overall, these training and fine-tuning strategies are
designed to optimize the BERT2BERT architecture for Arabic
text summarization, aiming to achieve robust performance
across a range of summarization tasks and dataset.

4.3 AraT5

A modified version of the popular T5 model is the AraT5
[34], serves as an encoder-decoder framework that combines
various natural language processing tasks within a single text-
to-text paradigm. Because of its flexibility, AraT5 can easily
handle a wide range of tasks, including text summarization,
machine translation, and categorization. Notably, the model
utilizes task-specific prefixes appended to input sequences to
determine the kind of task, such as” translate English to
Arabic” for translation or” summarize:” for summarization.
During training, approximately 15% of the tokens in this
model’s training set are masked in Masked Language Modeling
(MLM), with consecutive tokens being masked using a single
sentinel token [19]. For our experimentation, we leveraged the
AraT5Base version 8, which underwent training on a diverse
dataset comprising both Modern Standard Arabic (MSA) and
Twitter data, utilizing the T5Base architecture. The MSA
dataset, totaling 70 GB, was sourced from various Arabic
repositories, while the Twitter data encompassed 1.5 billion
tweets containing at least three Arabic words, randomly
sampled for inclusion. The architecture of the encoder and
decoder is identical to that of BERTBase, consisting of 12 layers
with 12 attention heads each.

During fine-tuning, the model underwent training for 5
epochs with a batch size of 2. The input sequence length was
covered at 512 tokens, with summaries restricted to 100 tokens.

In this work, several huge trained models were used.
Firstly, we optimized the multilingual mBERT model, which
is commonly used as a baseline in the literature. Next,
improvements were implemented to the Arabic pre-trained
models AraBERT and AraT5. We made use of the BERT2BERT
encoder-decoder architecture to use AraBERT and mBERT for
summarizing texts, where the corresponding model weights
were used to warm-start the encoder and decoder . For
fine-tuning the pre-trained models, we used Adam optimizer
(Adaptive Moment Estimation) [35], which is an optimization
algorithm commonly used in training deep learning models,
including those used in natural language processing (NLP)
tasks. It belongs to the family of stochastic gradient descent
(SGD) optimization algorithms and is known for its efficiency
and effectiveness in a wide range of applications, with a learning
rate of 2e-5.

5 Experimental results and Discussion

We fine-tune three transformer models AraT5, AraBERT,
and mBERT and apply improvements to better adapt them for
the task of Arabic summarization. We then evaluate their
performance and compare the results. Text summarization

models are usually evaluated automatically using ROUGE
metrics in addition to be assessed manually by human experts.
While ROUGE metrics quantify overlap between generated and
reference summaries, they may not fully capture qualitative
aspects like coherence and readability. Manual evaluation
supplements this by considering factors such as relevance,
coherence, and grammaticality, providing a more detailed
understanding of summary quality. By combining automated
and manual evaluations, researchers gain a comprehensive view
of model performance, enabling model selection and strategies
for improvement. This double evaluation strategy provides an
in-depth review, allowing for well-informed choices to be made
in the development and research of text summarizing.

5.1 Automatic evaluation

We used the ROUGE-1, ROUGE-2, and ROUGE-L measures
for automated evaluation. These metrics measure the degree to
which produced summaries and reference summaries overlap in
terms of unigrams, bigrams, and longest common subsequences.
The model’s performance in comparison to the reference
summary was then measured by computing the accuracy, recall,
and F-measure values for each ROUGE metric. The following
formulas were used to get values for each ROUGE metric:

precision =

∣∣gramsrefrence ∩gramsgenerated
∣∣

gramsgenerated
(1)

recall =

∣∣gramsrefrence ∩gramsgenerated
∣∣

gramsgenerated
(2)

F−measure = 2.0∗ recall∗precision
recall+precision

(3)

The evaluation results, presented in terms of ROUGE F1
scores, were obtained using the rouge Python library. During
summary generation, we used Beam Search algorithm which
is a heuristic search algorithm commonly used in sequence
generation tasks, efficiently explores the search space by
maintaining a set of candidate sequences, selecting the most
promising candidates at each step based on a predefined scoring
criterion, and pruning less likely paths to focus on high-quality
outputs [36]. The beam search algorithm was employed with a
beam size of 3.

In our experimental setup, we initially trained and evaluated
models using a subset of the data, consisting of 10000 records
for training and 1200 records for evaluation and testing, and
then we used the full dataset. Figure 5 provides ROUGE F1
scores evaluation on test set. Arat5 performed better than other
models on the test set. Figure 6 shows the ROUGE F1 scores
evaluation on validation set. BERT2BERT which was initialized
with AraBERT weights had high performance on the validation
set. Additionally, within our model comparison, AraT5
outperformed mBERT2mBERT on the validation set, showing
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Figure 5: Test set scores based on the ROUGE F1 evaluation.

even more the differential efficiency of different architectures in
text summarizing tasks. Additionally, we evaluated our models
using the 1000-record outside domain set. as shown in figure 7,
and found that AraT5 achieved the highest score compared to
other models. As a result, we used AraT5 model to compare our
work with other comparing studies.

5.2 Manual evaluation

As was previously mentioned, a thorough assessment of
the quality and readability of produced summaries could not
be possible if one only relies on ROUGE indicators [19].
Therefore, we handled human evaluations. Five fluent Arabic
speakers were tasked with rating each summary on a scale of
one to five based on two criteria: (1) readability, which measures
grammatical accuracy and sentence structure; and (2) quality,
which assesses how well the summary conveys the main ideas
of the original text. We chose 20 cases at random from the test
set. The human evaluation criteria are listed in Table 1. Next,
we determined the reported scores’ mean. The results of the
manual human examination are shown in Figure 8.

The two models with the highest scores on the two
measures were AraT5 and BERT2BERT, with AraT5
almost outperforming BERT2BERT. On the other hand,
mBERT2mBERT scored significantly lower for both quality
and readability measures. With the use of our models, we
developed summaries for the two articles, which are shown in
Figure 9 and 10.

5.3 Comparison with previous studies

Table 2 presents a comparison of ROUGE F1 evaluations on
the XL-Sum dataset between our AraT5 model and four types of
state-of-the-art baseline results [29]. The initial baseline, named
C2C, is a monolingual sequence-to-sequence model [37], which
is based on BERT2BERT. While the cross-attention weights are
initialized at random, the encoder and decoder are initialized
using CAMELBERT weights [38]. A total of 246M parameters
represent C2C. The multilingual BART model mBART25 [39],
pretrained on 25 languages, including Arabic, is the second
baseline. mBART25 has shown successful in monolingual
generative tasks like abstractive summarization, although it

Figure 6: Validation set scores based on the ROUGE F1
evaluation.

Figure 7: ROUGE F1 scores of the out-of-domain set.

was initially pre-trained for neural machine translation [40].
mBART25 has 610M parameters overall. Third model is called
mT5base model. Finally, AraBART, the fourth model, performs
better than the others. As noticed our model outperforms the
four compared state-of-the-art models.

5.4 Discussion and findings

ROUGE metrics indicate that fine-tuning the AraT5 model
resulted in a performance increase of approximately 15.56%.
In contrast, the performance of AraBERT and multilingual
BERT decreased by 10.52% and 20.67%, respectively. When
summarizing data from outside the domain, AraT5 performs
better than AraBERT Model. Interestingly, the BERT2BERT-
based model initialized using multilingual BERT shows poor
performance when evaluated manually. In comparison to the
models that have been recommended, AraT5 and AraBERT
model consistently generate highest score summaries in terms
of readability and quality, as assessed by human evaluation.
Furthermore, it’s observed that increasing the training data
enhances the model’s accuracy.

5.5 Limitations

While our research focused mostly on producing one-
sentence summaries from news sources, there is still a need
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Table 1: Readability and quality measures for the manual human evaluation.

Score Quality Readability

1 The output is irrelevant. Inaccurate / Hard to read.
2 Key concepts are partially conveyed. A little understood.
3 Key concepts are moderately conveyed. Understandable in poor Arabic.
4 Key concepts are largely conveyed. Understandable in acceptable Arabic.
5 Key concepts are completely conveyed. Understandable in fluent Arabic.

Table 2: A comparison of different state-of-the-art models’
ROUGE F1 results.

Model ROUGE-1 ROUGE-2 ROUGE-L

C2C 26.9 8.7 23.1
mBART25 32.1 12.5 27.6
mT5base 32.8 12.7 28.7
AraBART 34.5 14.6 30.5
AraT5 (Ours) 39.78 18.77 30.21

Figure 8: The manual human evaluation scores.

for further study into producing multi-sentence summaries and
extending the application to other types of text sources. Further
research may examine the complexity involved in summarizing
information across several phrases, as well as the Arabic
dialects by various text. Our models have been modified and
specially designed for text summary of news. As such, we
expect that without extra training data customized for particular
summarization task, their performance might not be directly
comparable to other models. We recognize that on sometimes,
our models provide inaccurate, invalid, and grammatical outputs
that could lead to general users being confused.

6 Conclusion and Future Works

For the purpose of this work, we used several pre-trained
language models, such as AraT5, AraBERT, and mBERT,
to summarize Arabic abstractive text. Additionally, to use
encoder-only Transformer models, we used an encoder-decoder
architecture based on BERT2BERT. Both manual assessment
and ROUGE metrics were used to evaluate these models,
and an out-of-domain dataset was used for testing. Our
results show that pretrained language models perform well in
Arabic text summarization tasks. According to the automated
evaluation, AraT5 outperforms other models in our test set,
but AraBERT outperforms other models in the validation set
during training. In addition, human evaluation shows that AraT5
achieves high accuracy in terms of readability and quality.
The summary generated by AraT5 is highly comparable to the
reference summary. Furthermore, AraT5 outperforms other
models using out-of-domain datasets. Results confirmed that
the modified AraT5 performing better than other models. For
future research directions, we recommend focusing on multi-
sentence summarization, emphasizing grammatical correctness,
understanding dialects, and incorporating semantic meaning
into automatic evaluation processes. In order to improve the
model’s performance across multiple domains, we propose
training it on multi-domain datasets. By using this method,
the model’s efficiency and adaptability in summarization
tasks covering many topics and domains can be enhanced.
While we recommend exploring fine-tuning strategies, hybrid
models, and additional linguistic resources to further optimize
summarization performance.

7 Future Work

In future research, we propose focusing on multi-sentence
summarization with an emphasis on grammatical correctness,
dialect comprehension, and the integration of semantic meaning
into automatic evaluation metrics. Expanding the training
data to include multi-domain datasets can further enhance the
model’s adaptability and performance across various topics
and domains. To optimize summarization quality, future
studies should explore advanced fine-tuning strategies, hybrid
modeling approaches, and the incorporation of additional
linguistic resources. Investigating the impact of diverse
embedding techniques, reinforcement learning-based training,
and transformer-based architectures could also contribute to
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Figure 9: A sample text that our models have summarized.
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Figure 10: A sample text that our models have summarized.
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more accurate and contextually aware summarization models.
By addressing these directions, future research can improve
the efficiency, coherence, and applicability of summarization
models across a broader range of real-world use cases.
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